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Abstract

This chapter studies the relationship between asset price bubbles and

macroeconomic fluctuations through both empirical analysis and theoretical

modeling. We begin by applying the right-tailed unit root tests of Phillips et

al. (2015a,b) to real stock and housing price indices in G-7 economies. These

tests identify explosive dynamics in asset prices, and our findings show that

such bubbly episodes frequently align with periods of economic expansion,

suggesting a strong empirical link between asset booms and business cy-

cle upswings. To investigate the mechanisms behind this co-movement, we

modify the canonical bubble models of Tirole (1985) and Martin and Ven-

tura (2012) by incorporating endogenous labor supply. However, in both

cases, the emergence of a bubble fails to generate a robust macroeconomic

expansion. Output and investment either decline or respond sluggishly,

while labor hours fall in response to bubble formation. We then turn to the

model of Guerron-Quintana et al. (2023), which embeds a variable capacity

utilization mechanism into a dynamic general equilibrium framework. This

amplification channel allows the model to produce simultaneous increases in

output, consumption, investment, and labor during bubbly periods, consis-

tent with empirical patterns. We also discuss the quantitative implementa-

tion challenges faced by this approach, highlighting the trade-offs involved

in quantitatively modeling bubble-driven fluctuations.
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1 Introduction

This chapter investigates the interplay between asset price bubbles and macroeco-

nomic fluctuations. As emphasized by Kindleberger and Aliber (2017, p.18–19),

“Manias almost always have occurred during the expansion phase of the business

cycle.” While this observation aligns with conventional wisdom and may appear

self-evident even without reference to economic historians, we adopt a more agnos-

tic and empirically grounded approach in the initial part of the chapter to assess

the validity of this hypothesis.

We first look at the data using a formal econometric approach. Testing for spec-

ulative bubbles in asset prices is a long-standing challenge, and numerous econo-

metric techniques have been developed for this purpose; see Gürkaynak (2008)

and Homm and Breitung (2012) for a review. We specifically apply the method of

Phillips et al. (2015a,b), as their seminal work represents one of the most recent

and widely used approaches in the empirical bubble-detection literature. They

define a bubble as a subperiod during which the univariate time series of real as-

set prices exhibits an explosive process—that is, an autoregressive process with a

root greater than unity. See Appendix A for details.

We apply the method to real stock and housing price indices from G7 countries

and find that the periods identified as bubbles using this relatively simple approach

almost always coincide with economic booms documented by independent sources.

This finding provides strong empirical support for the connection between asset

price bubbles and macroeconomic expansions.1

We then examine the economic mechanism behind the link. In this regard,

Kindleberger and Aliber (2017, p.18–19) observed a causal relationship from the

asset price bubble to the real economy, stating that “During the mania the in-

creases in the prices of real estate or stocks or in one or several commodities

contribute to increases in consumption spending and in investment spending that

in turn lead to a quickening of economic growth.” We examine this thesis using

seminal works in the literature—Tirole (1985) and Martin and Ventura (2012)—as

analytical laboratories. However, labor supply is inelastic in these models, which

makes them restrictive for studying business cycles. Hence, we make minimal

modifications to endogenize labor supply. We then simulate the emergence of a

1Recent empirical studies have examined the co-movement of bubbles across multiple regions
and countries (Horie and Yamamoto, 2024; Pavlidis et al., 2016). Although the macroeconomic
models presented in the later sections do not explicitly incorporate such cross-country dynamics,
this empirical pattern is consistent with existing evidence on business cycle synchronization
(Canova et al., 2007; Cesa-Bianchi et al., 2019; Davis, 2014).
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bubble in these models and examine whether it generates an economic boom.

We find that an economic boom does not accompany the bubble in these

classical models. In the Tirole (1985) model with endogenous labor, investment

decreases when the bubble emerges. In the Martin and Ventura (2012) model with

endogenous labor, output, consumption, and investment do not increase swiftly

but instead lag behind the asset price boom. Labor hours respond immediately,

but they decrease when a bubble emerges. These exercises show that the causal

mechanism from an asset price bubble to an economic boom is not straightforward.

We then explain the Guerron-Quintana et al. (2023) model. With a quantita-

tive application in mind, the authors construct an infinite-horizon macroeconomic

model in which an asset price bubble causes an economic boom. Importantly,

they introduce a variable capacity utilization rate as a shock amplification mech-

anism; that is, the owner of capital can choose how intensively to use it, but at

the cost of faster depreciation. In the model, economic agents use capital more

intensively during bubbly periods than during bubbleless periods because the op-

portunity cost is lower. As a result, output, consumption, investment, and labor

hours increase simultaneously when a bubble emerges.

We also discuss a quantitative application of the model, highlighting key method-

ological challenges the authors face, as well as their innovations. They identify

bubbles using a structural model. We examine both the similarities and differences

between bubble periods identified by different methods.

2 Empirical Evidence

In this section, we present empirical evidence linking asset price bubbles to busi-

ness cycles. To this end, we use monthly data on the real stock price index and

quarterly data on the real house price index from the G7 countries. The sample

period spans January 1960 to December 2020 for stock prices, and 1970Q1 to

2020Q4 for house prices. We identify bubble periods by applying the sequential

right-tailed unit root tests proposed by Phillips et al. (2015a,b) to these data on a

country-by-country basis. We obtain business cycle dates from the Economic Cycle

Research Institute (ECRI). Although business cycle reference dates are determined

either officially or unofficially by each country using different methodologies, we

use the expansion and recession dates provided by the ECRI because it applies a

National Bureau of Economic Research (NBER)-type procedure across countries.

These dates are widely used in research involving international comparisons (e.g.,

Canova et al. (2007) and Koutsoumanis and Castro (2023)).

3



1960 1970 1980 1990 2000 2010 2020
0

20

40

60

80

100

120
U.S.

1960 1970 1980 1990 2000 2010 2020
0

50

100

150

200

250
Japan

1960 1970 1980 1990 2000 2010 2020
0

20

40

60

80

100

120
Germany

1960 1970 1980 1990 2000 2010 2020
0

20

40

60

80

100

120
U.K.

1960 1970 1980 1990 2000 2010 2020
0

50

100

France

1960 1970 1980 1990 2000 2010 2020
0

20

40

60

80

100

120
Canada

1960 1970 1980 1990 2000 2010 2020
0

100

200

300

Italy

Figure 1: Stock Price Bubbles and Business Cycles
Note: The yellow shadow highlights the identified bubble period, while the gray
shadow represents the recession period.
Source: OECD and ECRI.

Figure 1 presents the results for the stock market. Bubble periods are high-

lighted in yellow and include both the dot-com bubble in the United States in the

late 1990s and the asset price bubble in Japan in the 1980s. We do not identify any

stock market bubbles in Canada or Italy in our sample. The periods highlighted

in gray represent recessions, while the others indicate expansions.

All identified bubble episodes occur during expansionary phases of the business

cycle. Moreover, these episodes are frequently followed by sharp contractions, as

evidenced by the post-bubble recessions in the United States in the early 2000s and

in Japan in the early 1990s. These patterns point to a robust empirical association

between stock market bubbles, economic expansions, and subsequent downturns.
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Figure 2 highlights the identified housing bubble periods in yellow and the re-

cession periods in gray. At least one housing bubble is identified in each country.

Housing bubbles in the U.K. and the U.S. are relatively longer in duration com-

pared to stock price bubbles. With the exception of three short recessions (from

March 2001 to November 2001 and from February 2020 to April 2020 in the U.S.,

and from January 2008 to July 2009 in Canada), all housing bubbles occurred

during expansionary phases of the business cycle. In addition, housing bubbles

are often followed by recessions, as seen in the late 2000s in the U.S., the early

1990s in Japan, and both the early 1990s and the late 2000s in the U.K. Similar

to stock market bubbles, these observations suggest a strong link between housing

bubbles and economic expansions.

3 Bubbles and Economic Fluctuations in Classic

Models

The preceding section established that asset price bubbles consistently coincide

with expansionary phases of the business cycle. In this section, we investigate

the underlying economic mechanism behind this link. To that end, we adopt the

canonical theoretical frameworks of Tirole (1985) and Martin and Ventura (2012)

as computational laboratories: we simulate the emergence of speculative bubbles

in each model and assess whether their formation induces a concomitant boom in

aggregate economic activity.

Following the literature, we define an economic boom as an expansionary devia-

tion from trend during which output, consumption, investment, and hours worked

move in unison.2 However, both Tirole (1985) and Martin and Ventura (2012)

assume an inelastic labor supply—a restriction that limits our analysis. We there-

fore introduce a key modification to each framework, allowing agents to choose

hours worked optimally.

3.1 The Tirole (1985) Model with Endogenous Labor

3.1.1 Agents

We rely on an overlapping generations model. A new cohort of size 1 is born in

each period and lives for two periods. Agents born in period t ≥ 0 maximize the

2In an influential book chapter, Cooley and Prescott (1995, p. 26) argue that “the business
cycle should be thought of as apparent deviations from a trend in which variables move together,”
and highlight hours worked as one of the key series their real business cycle model seeks to explain.
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Figure 2: Housing Price Bubbles and Business Cycles
Note: The yellow shadow highlights the identified bubble period, while the gray
shadow represents the recession period.
Source: OECD and ECRI.
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utility function given by

η log

1− lt︸ ︷︷ ︸
leisure

+ log

 ct+1︸︷︷︸
consumption

 . (3.1)

They derive utility from leisure (1− lt) and consumption (ct+1). The parameter η

governs the relative importance of leisure compared to consumption. This utility

function is of the King-Plosser-Rebelo (KPR) type, as proposed by King et al.

(1988). KPR utility is widely used in the business cycle literature, for reasons

discussed below.

In equation (3.1), lt denotes hours worked, while the total time endowment is

normalized to one. Households sell labor services at a wage rate wt, and allocate

their income between investment in capital for the next period kt+1 and the bubbly

asset m̃t, which is intrinsically useless in the sense that it yields neither utility nor

goods. The budget constraint faced by young agents is

kt+1 + p̃tm̃t = wtlt, (3.2)

where p̃t is the market price of bubbly assets in terms of goods. Agents are not

allowed to choose negative investment (kt+1 ≥ 0) or to short-sell bubbly assets

(m̃t ≥ 0).

When agents become old, they rent out capital at a rental rate rt+1 and sell

all of their bubbly asset holdings. Capital fully depreciates, while bubbly assets

do not depreciate at all. The consumption level in old age is given by

ct+1 = rt+1kt+1 + p̃t+1m̃t. (3.3)

At date 0, there is an initial cohort of old agents. They hold K0 units of

capital and M units of bubbly assets. Their consumption level is given by c0 =

r0K0 + p̃0M .

3.1.2 Firms

Competitive firms rent capital services Kt and labor services Lt in order to maxi-

mize profits, which are given by

Yt − rtKt − wtLt, (3.4)
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where output is produced using a Cobb-Douglas production technology:

Yt = AtK
α
t L

1−α
t , (3.5)

and At denotes the exogenous level of technology. The first-order conditions for

profit maximization are

rt = αAtK
α−1
t L1−α

t (3.6)

and

wt = (1− α)AtK
α
t L

−α
t . (3.7)

Finally, we assume exogenous technological growth:

At =
(
g1−α

)t
, (3.8)

where g > 1 is a parameter.

3.1.3 Competitive Equilibrium

The market clearing conditions for capital, labor, and bubbly assets are

Kt+1 = kt+1, (3.9)

Lt = lt, (3.10)

m̃t = M, (3.11)

respectively. We impose these conditions and define the competitive equilibrium

as follows. Given the initial capital stock K0, a competitive equilibrium in the

model consists of a sequence of prices {rt, wt, p̃t} and allocations {lt, Kt+1} such

that the following conditions hold:

(i) {lt, Kt+1,M} solves the agent’s utility maximization problem;

(ii) {lt, Kt} solves the firm’s profit maximization problem.

3.1.4 Fundamental Equilibrium

We first discuss an equilibrium in which the bubbly asset is traded at its fun-

damental value, i.e., p̃t = 0 for all t ≥ 0. In this case, agents have no choice

but to save all of their wage income in capital. Hence, both kt+1 = wtlt and

ct+1 = rt+1wtlt hold. Agents choose labor hours optimally, which implies that the
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following first-order condition is satisfied:

η

1− lt
=

(
1

ct+1

)
rt+1wt (3.12)

The left-hand side represents the marginal disutility of work, while the right-hand

side represents the marginal benefit of work, expressed in terms of utility.

At this point, we can highlight an advantage of the KPR utility. The real wage

wt on the right-hand side exhibits trend growth, consistent with empirical data.

All else equal, a higher wage increases the marginal benefit of work. However, in

the data, hours worked remain relatively stable over the long run. This creates

the need for a mechanism that stabilizes labor supply despite rising real wages.

KPR utility is designed to provide exactly such a mechanism. In the model,

as the real wage increases, consumption also rises. The resulting decrease in the

marginal utility of consumption reduces the incentive to earn additional wage

income. These two opposing forces offset each other, preventing labor hours from

increasing indefinitely. This is a desirable and widely appreciated feature of KPR

utility.

Substituting ct+1 = rt+1wtlt into equation (3.12), we obtain:

lt = l̄ :=
1

1 + η
(3.13)

We thus observe that labor supply remains constant even as wt grows. Because

all wage income is invested, we derive:

K̂t+1g = (1− α)(l̄)1−αK̂α
t︸ ︷︷ ︸

wage income

, (3.14)

where K̂t is the detrended level of capital, defined by K̂t := Kt/g
t. Given an initial

value of K̂0, this equation determines the equilibrium path of capital.

3.1.5 Bubbly Equilibrium

We now discuss a bubbly equilibrium, in which p̃t > 0 for all t ≥ 0. An asset price

bubble exists because the fundamental value of the bubbly asset is zero.

The following equation must hold in a bubbly equilibrium

rt+1 =
p̃t+1

p̃t
(3.15)
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This is the no-arbitrage condition: the left-hand side represents the return to

investing in capital, while the right-hand side represents the return to holding

bubbly assets. If this condition does not hold, either the bubbly asset market or

the capital rental market fails to clear.

Combining equations (3.3) and (3.15), we again obtain ct+1 = rt+1wtlt. The

optimal labor supply condition is therefore

lt = l̄ :=
1

1 + η
(3.16)

Although labor supply is endogenized in the model, agents choose the same labor

hours in both the fundamental equilibrium and the bubbly equilibrium. As we

shall see momentarily, this is not the case in Guerron-Quintana et al. (2023) where

employment is regime specific.

Using equation (3.2) and an equilibrium condition wtl̄ = (1 − α)Yt, we derive

the law of motion for capital

K̂t+1g = (1− α)(l̄)1−αK̂α
t − mt︸︷︷︸

crowding out

, (3.17)

where mt denotes the bubble size relative to the growth trend, defined as mt :=

(p̃tM)/gt. Capital is crowded out when mt > 0 because young agents purchase

bubbly assets from old agents, and the proceeds are not invested in physical capital

but consumed.

The law of motion for the bubble size is derived from equation (3.15):

mt+1

mt

g = α(l̄)1−αK̂α−1
t+1 . (3.18)

Given the initial conditions K̂0 and m0, equations (3.17) and (3.18) jointly deter-

mine the equilibrium paths of capital K̂t and bubble size mt.

3.1.6 Comovement Problem

We simulate the dynamics of a bubble as follows. We assume that the economy is

initially in the fundamental equilibrium described in Section 3.1.4. In addition, the

detrended capital stock K̂t is at its steady-state level under that equilibrium. In

period t = 0, a new vintage of bubbly assets is injected into the economy suddenly

and unexpectedly. Specifically, the old agents in period 0 receive M units of brand

new bubbly assets as a lump-sum transfer. From then on, the economy transitions

10



to the bubbly equilibrium described in Section 3.1.5. The initial value of K̂0 is

predetermined, as it is determined in period t = −1, but not m0. We choose m0

(equivalently, p̃0) such that the sequences {K̂t,mt} converge to a steady state in

which mt remains strictly positive.

Figure 3 presents a numerical simulation.3 The bubble size jumps from zero

to a positive value in period t = 0, and subsequently converges to a positive

steady state. The remaining four panels show how output (Yt), consumption (ct),

investment (It := kt+1), and labor hours (lt) respond to this event.

The model does not predict an economic boom in period t = 0. Investment

falls, output initially remains unchanged and then declines, and labor hours do

not move. These variables must rise together in a boom, but they clearly fail to

do so in this simulation.

Only consumption increases in period t = 0. This is because the old agents

receive a bubble and increase their consumption by selling it to the young. How-

ever, after this trade, the young agents have fewer resources to invest. As a result,

investment is crowded out by the bubble. The rise in consumption is the flip side

of the fall in investment.

3.2 The Martin and Ventura (2012) Model with Endoge-

nous Labor

Martin and Ventura (2012) introduce financial frictions into an environment sim-

ilar to that of the Tirole (1985) model. They assume that some agents are more

productive than others. If credit markets function well, productive agents can

borrow funds from unproductive agents, and capital is produced only by produc-

tive agents. However, if there are frictions in the credit markets, capital creation

may be inefficiently low. In such cases, bubbles may be associated with higher

investment and output if they help to relax these constraints.

3.2.1 Model

We consider an overlapping generations model in which each agent lives for two

periods. A new cohort of size 1 is born in each period. Agents maximize the

utility function

η log(1− lt) + log(ct+1), (3.19)

3We set α = 0.4, g = 1.1, and η = 1. The qualitative results are robust to variations in
parameter values.
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Figure 3: Bubble and Economic Fluctuation in the Tirole (1985) Model with En-
dogenous Labor
Note: Bubble size, output, consumption, and investment are divided by an exoge-
nous trend component gt. The bubble period is highlighted in yellow.

where lt denotes labor hours and ct+1 denotes consumption.

In what follows, the superscripts P and U denote the productive agents and

unproductive agents, respectively. A fraction π of each cohort is productive. Pro-

ductive agents are endowed with their own supply of intrinsically worthless assets

when young. Each vintage of bubbly assets is distinct, and different vintages are

traded at different prices. Let p̃s|t denote the price in period t of the vintage orig-

inally endowed to the cohort born in period s ∈ {0, · · · , t}.4 Productive agents

also supply labor and allocate their income between capital investment and bubbly

4Ryo Jinnai learned a great deal about the Martin and Ventura (2012) model from an unpub-
lished book manuscript by Barlevy (2025), including the explicit treatment of vintage-specific
prices.
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assets. Their budget constraint is:

kP
t+1 +

t∑
s=0

p̃s|tm̃
P
s|t = wtl

P
t + p̃t|tM, (3.20)

where kP
t+1 is the amount of capital produced, m̃P

s|t is the net holding of the asset

vintage endowed to those born in period s, and M is the amount of bubbly assets

endowed to productive agents born in period t. Their consumption is given by:

cPt+1 = rt+1k
P
t+1 +

t∑
s=0

p̃s|t+1m̃
P
s|t. (3.21)

We assume that they cannot choose negative investment (kP
t+1 ≥ 0) or short-sell

bubbly assets (m̃P
s|t ≥ 0 for all s ∈ {0, · · · , t}).

The remaining fraction of each cohort consists of unproductive agents. Their

budget constraint is:

kU
t+1

δ
+

t∑
s=0

p̃s|tm̃
U
s|t = wtl

U
t , (3.22)

where δ < 1 indicates the inefficiency of unproductive agents: they can produce

only δ units of capital per unit of output. We assume unproductive young agents

are not endowed with bubbly assets.5 Their consumption is:

cUt+1 = rt+1k
U
t+1 +

t∑
s=0

p̃s|t+1m̃
U
s|t. (3.23)

We also assume that they cannot choose negative investment or short-sell bubbly

assets.

There is also a cohort of agents born old in period 0, who are collectively

endowed with K0 units of capital. Their consumption is c0 = r0K0. The firm’s

problem is the same as in Section 3.1.2.

Given initial capital K0, a competitive equilibrium of the model consists of

a sequence of prices rt, wt, and {p̃0|t, · · · , p̃t|t}, and a sequence of quantities Lt,

Kt+1, l
P
t , k

P
t+1, {m̃P

0|t, · · · , m̃P
t|t}, lUt , kU

t+1, and {m̃U
0|t, · · · , m̃U

t|t} such that:

(i) Young agents solve their utility maximization problems;

(ii) Firms employ labor and capital optimally;

5This assumption can be relaxed without altering the qualitative results.
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(iii) The markets for capital, labor, and bubbly assets clear:

Kt+1 = πkP
t+1 + (1− π)kU

t+1, (3.24)

Lt = πlPt + (1− π)lUt , (3.25)

πm̃P
s|t + (1− π)m̃U

s|t = πM (3.26)

for all s ∈ {0, · · · , t} and t ≥ 0.

3.2.2 Fundamental Equilibrium

We first consider the fundamental equilibrium, in which bubbly assets are always

worthless; that is, p̃s|t = 0 holds for all s ∈ {0, · · · , t} and t ≥ 0. Both productive

and unproductive agents must invest all wage income in capital. Their capital

accumulation is given by kP
t+1 = wtl

P
t and kU

t+1 = δwtl
U
t . Their consumption levels

are cPt+1 = rt+1wtl
P
t and cUt+1 = rt+1δwtl

U
t . Labor hours are

lPt = lUt = l̄ :=
1

1 + η
. (3.27)

The total capital stock produced is:

Kt+1 = [π + (1− π)δ]wtl̄. (3.28)

Using the equilibrium condition wtl̄ = (1 − α)Yt = (1 − α)AtK
α
t l̄

1−α, we can

determine the equilibrium path of capital given the initial capital stock K0.

3.2.3 Bubbly Equilibrium

We now consider a bubbly equilibrium in which p̃s|t > 0 for all s ∈ {0, · · · , t} and

t ≥ 0. Specifically, we focus on an equilibrium in which unproductive young agents

are indifferent between purchasing bubbly assets and producing capital; that is,

rt+1δ =
p̃s|t+1

p̃s|t
(3.29)

holds for all s ∈ {0, · · · , t} and t ≥ 0. Given (3.29), the consumption level

of unproductive agents is cUt+1 = rt+1(δwtl
U
t ), and their optimal labor supply is

lUt = l̄. These agents are willing to purchase bubbly assets in the amount

m̃U
s|t =

π

1− π
M (3.30)
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for all s ∈ {0, · · · , t}, and invest the remainder of their income:

kU
t+1

δ
= wtl̄ −

t∑
s=0

p̃s|t
π

1− π
M. (3.31)

The value of kU
t+1 remains non-negative as long as the bubble size is sufficiently

small, which we assume.6

Given (3.29), productive agents find capital production more profitable than

purchasing bubbly assets. They therefore produce capital according to:

kP
t+1 = wtl

P
t + p̃t|tM. (3.33)

Their consumption is given by cPt+1 = rt+1k
P
t+1 = rt+1(wtl

P
t + p̃t|tM). Their optimal

labor supply is:

lPt = l̄

(
1− η

p̃t|tM

wt

)
. (3.34)

Combining (3.31) and (3.33), we obtain the total capital produced in the econ-

omy:

Kt+1 =
(
πlPt + (1− π)δl̄

)
wt − δBO

t︸︷︷︸
crowding out

+(1− δ)BN
t︸ ︷︷ ︸

crowding in

,
(3.35)

where BO
t and BN

t denote the old and new bubbles in period t, defined by BO
t :=∑t−1

s=0 p̃s|tπM and BN
t := p̃t|tπM , respectively. As shown in the first term, capital

increases if young agents earn more wage income. However, capital decreases when

BO
t > 0 because young agents use part of their income to purchase bubbly assets

from old agents, reducing their ability to invest in capital. This is essentially the

same crowding-out effect seen in the Tirole (1985) model.

In contrast, the third term shows a crowding-in effect : capital increases when

BN
t > 0. This mechanism is novel in the Martin and Ventura (2012) model.

Productive young agents sell new bubbly assets endowed to them to unproduc-

tive agents. This transaction reallocates resources from less productive to more

productive agents, thereby enhancing aggregate investment efficiency.

The law of motion for bubble size is derived from the no-arbitrage condition

(3.29). Multiplying both sides by πM and summing over all s ∈ {0, · · · , t}, we
6We assume the condition

t∑
s=0

p̃s|t(πM) < (1− π)wt l̄ (3.32)

holds for all t ≥ 0.

15



obtain:

BO
t+1 = rt+1δ

(
BO

t +BN
t

)︸ ︷︷ ︸
total bubble in t

. (3.36)

Because unproductive agents are indifferent between holding bubbly assets and

producing capital, the bubble grows at the same rate as the return on capital

production for unproductive agents.

Finally, following Martin and Ventura (2012, p.3050), we assume that the size

of the new vintage is determined by endogenous variables:

BN
t = ι0wt + ι1B

O
t , (3.37)

where both ι0 and ι1 are positive parameters.

Given initial capital K0, equations (3.35), (3.36), and (3.37) jointly determine

the equilibrium paths of capital Kt and bubble sizes {BN
t , BO

t }.7

3.2.4 Comovement Problem

We conduct an exercise similar to that in Section 3.1.6. Suppose the economy

is initially in the fundamental equilibrium described in Section 3.2.2, and the

7We solve the model as follows. First, rewrite (3.36) as:

xO
t+1 =

rt+1

wt+1
δ(xO

t + xN
t )wt, (3.38)

where xO
t :=

BO
t

wt
and xN

t :=
BN

t

wt
. Since rt+1Kt+1 = αYt+1 and wt+1Lt+1 = (1 − α)Yt+1, it

follows that
rt+1

wt+1
=

α

1− α
· Lt+1

Kt+1
. (3.39)

Substituting this into the expression for xO
t+1, we get:

xO
t+1 = δ

α

1− α
(xO

t + xN
t )

(
wt

Kt+1

)
[πlPt+1 + (1− π)l̄]. (3.40)

Rewriting (3.35), we obtain:

Kt+1

wt
= πlPt + (1− π)δl̄ + (1− δ)xN

t − δxO
t . (3.41)

Substituting (3.41) into (3.40) and using lPt = l̄
(
1− η

πx
N
t

)
, we arrive at:

xO
t+1 =

δ α
1−α (x

O
t + xN

t )
[
l̄(1− ηxN

t+1)
]

[π + (1− π)δ]l̄ + (l̄ − δ)xN
t − δxO

t

. (3.42)

Finally, rewrite (3.37) as:
xN
t = ι0 + ι1x

O
t . (3.43)

Equations (3.42) and (3.43) jointly determine the equilibrium paths of xO
t and xN

t , from which
we can derive the paths of other endogenous variables including Kt.
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detrended capital stock K̂t := Kt/g
t is at its steady-state level under that equi-

librium. Starting from period t = 0, the bubbly equilibrium described in Section

3.2.3 is selected.

Figure 4 presents a numerical simulation.8 The top-left panel shows the total

bubble size (BO
t + BN

t ) relative to the hourly wage wt. It jumps from zero to a

positive value in period t = 0 and then converges to a steady-state level. This

marks the emergence of the bubble. The other four panels show how output,

consumption, investment, and labor hours respond to this event.

Unlike in the Tirole (1985) model, consumption does not increase in period

t = 0 because old agents are not endowed with bubbly assets.9 Investment does

not rise either, even though productive young agents are endowed with a new

vintage of bubbly assets.10 This is because the new vintage is traded among the

young and does not expand the total funds available for investment.

Output increases in period t = 1 due to the crowding-in effect discussed in the

previous section. As output rises, both consumption and investment also begin to

increase.

Labor hours decline in period t = 0 and remain low thereafter. This is due

to the income effect.11 Productive young agents increase their consumption using

the proceeds from the newly endowed bubbly assets. This windfall allows them

to enjoy more leisure. As a result, output falls in period t = 0 due to reduced

labor input. Consumption also falls in period t = 0 because the return on capital

declines. Investment declines as well because labor compensation falls.

Overall, output, consumption, and investment do not rise immediately after

the emergence of the bubble. Labor input declines immediately and remains per-

8We set α = 0.4, δ = 0.1, π = 0.06, ι0 = 0.03, ι1 = 0.036, g = 1.1, and η = 1. The qualitative
results are robust to variations in parameter values.

9Aggregate consumption is defined as Ct := πcPt + (1− π)cUt . In equilibrium,

Ct = αYt +BO
t . (3.44)

10Aggregate investment is defined as It := πkPt+1 + (1− π)(kUt+1/δ). In equilibrium,

It =
(
πlPt + (1− π)l̄

)
wt −BO

t . (3.45)

11Aggregate labor supply is given by Lt = πlPt + (1− π)lUt . In equilibrium,

Lt = l̄

1− η

π

BN
t

wt︸ ︷︷ ︸
income effect

 . (3.46)
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Figure 4: Bubble and Economic Fluctuation in the Martin and Ventura (2012)
Model with Endogenous Labor
Note: Total bubble size is divided by the hourly wage wt. Output, consumption,
and investment are divided by the exogenous trend component gt. The bubble
period is highlighted in yellow.

sistently low. While output, consumption, and investment start to recover with a

lag, the model does not predict an economic boom at the time the bubble emerges.

4 Bubbles and Economic Fluctuations in the Guerron-

Quintana et al. (2023) Model

We study the Guerron-Quintana et al. (2023) model because it successfully gen-

erates an economic boom when a bubble emerges. It incorporates a crowding-in

effect similar to that in the Martin and Ventura (2012) model. In addition, it fea-

tures variable capacity utilization: the owner of capital can choose how intensively

to use it, at the cost of faster depreciation. This mechanism is a common source of

shock amplification in the business cycle literature. Aiming for quantitative appli-
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cations, Guerron-Quintana et al. (2023) introduce bubbles into an infinite-horizon

macroeconomic framework.

4.1 Households

The economy is populated by a continuum of households, with measure one. All

households behave identically. Each household has a unit measure of members

who are identical at the beginning of each period. During the period, members

are separated from each other, and each member receives a shock that determines

her role in the period. A member will be an investor with probability π ∈ [0, 1]

and will be a saver/worker with probability 1− π. These shocks are i.i.d. among

members and across time.

A period is divided into four stages: household’s decisions, production, in-

vestment, and consumption. In the household’s decision stage, all members of a

household are together and pool their assets: nt units of capital and m̃t units of

bubbly assets. The head of the household decides the capacity utilization rate ut.

Because all members of the household are identical in this stage, the household

head evenly divides the assets among the members. The household head also gives

contingency plans to each member as follows. If the member becomes an investor,

he or she spends it units of final goods to invest, and brings home the following

items before the consumption stage: xi
t units of final goods, n

i
t+1 units of capital,

and m̃i
t+1 units of bubbly assets. Likewise, if the member becomes a saver, he

or she supplies lt units of labor, and brings home the following items before the

consumption stage: xs
t units of final goods, n

s
t+1 units of capital, and m̃s

t+1 units of

bubbly assets. After receiving these instructions, members go to the market and

remain separated from each other until the consumption stage. The household

maximizes the utility function given by

∞∑
t=0

βt
(
π log

(
cit
)
+ (1− π) [log (cst) + η log (1− lt)]

)
(4.1)

At the beginning of the second stage, each member receives the shock that

determines her role in the period. Markets open and competitive firms produce

final goods. Compensation for productive factors is paid to their owners. A

fraction of capital depreciates. Following Greenwood et al. (1988), we assume

that a higher utilization rate causes a faster depreciation of the capital stock.12

12This is either because wear and tear increase with use or because less time can be devoted
to maintenance.

19



Specifically, the depreciation rate δ (ut) is given by

δ (ut) = δ0 +
δ1

1 + ζ
u1+ζ
t (4.2)

where ζ > 0.

Investors seek finance to undertake investment projects in the third stage.

Financing comes through different channels: own resources, selling of new and

existing capital, and bubbly assets. Investors have access to a linear technology

that transforms any amount of final goods into the same amount of new capital.

Asset markets close at the end of this stage. Members of the household meet

again in the consumption stage. An investor consumes cit units of final goods and

a saver consumes cst units of final goods. After consumption, members’ identities

are lost. They start a new period as identical members. Capital and bubbly assets

are aggregated at the household level before starting a new period;

nt+1 = πni
t+1 + (1− π)ns

t+1 (4.3)

and

m̃t+1 = πm̃i
t+1 + (1− π) m̃s

t+1 (4.4)

The instructions must meet a set of constraints. First, they have to satisfy an

intratemporal budget constraint. For an investor, it is

xi
t + it + qt

(
ni
t+1 − it − (1− δ (ut))nt

)︸ ︷︷ ︸
net capital purchase

+ p̃t
(
m̃i

t+1 − m̃t

)︸ ︷︷ ︸
net bubble purchase

= rt utnt︸︷︷︸
capital service

(4.5)

and for a saver, it is

xs
t + qt

(
ns
t+1 − (1− δ (ut))nt

)
+ p̃t

(
m̃s

t+1 − m̃t

)
= rtutnt + wtlt (4.6)

Here, qt and p̃t denote prices of capital and bubbly assets, respectively. The

household can earn larger rental income now by increasing the utilization rate at

the expense of faster depreciation of capital. In addition, the instructions must

satisfy a feasibility constraint in the consumption stage given by

πxi
t + (1− π)xs

t = πcit + (1− π) cst (4.7)

Following Kiyotaki and Moore (2019), we assume that an investor can issue new

equity on, at most, a fraction ϕ of investment. In addition, she can sell, at most,
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a fraction ϕ of existing capital in the market too. Effectively, these constraints

introduce a lower bound to the capital holdings at the end of the period:

ni
t+1 ≥ (1− ϕ) (it + (1− δ (ut))nt) (4.8)

A similar constraint applies to ns
t+1, but we omit it because it does not bind in

equilibrium. We also omit non-negativity constraints for ut, c
i
t, it, n

i
t+1, x

s
t , c

s
t , lt,

ns
t+1, and m̃s

t+1 for the same reason. However, there are two exceptions

m̃i
t+1 ≥ 0 (4.9)

and

xi
t ≥ 0 (4.10)

which mean that the investor can’t short sell bubbly assets and must bring a

non-negative amount of consumption back to the household.

We assume that ϕ is sufficiently small. The price of capital qt exceeds one in

this case. Because capital creation is profitable, investors will increase it as much

as possible, implying that the following feasibility constraint for investment holds

in equilibrium:

(1− ϕqt) it︸ ︷︷ ︸
minimum cost to conduct it

= utrtnt + ϕqt (1− δ (ut))nt + p̃tm̃t︸ ︷︷ ︸
maximum liquidity an investor can attain

(4.11)

The left-hand side is the minimum cost investors have to finance in order to

conduct it, which is smaller than it because a part of the costs can be covered

by selling newly created capital. The right-hand side is the maximum liquidity an

investor can attain.

Combining (4.3), (4.5), (4.6), and (4.7), we obtain the budget constraint at

the household level:

πcit + (1− π) cst + πit + qt [nt+1 − (1− δ (ut))nt] + p̃t
[
(1− π) m̃s

t+1 − m̃t

]
(4.12)

= utrtnt + πqtit + (1− π)wtlt
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Substituting (4.11) into (4.12), we obtain

πcit + (1− π) cst + qtnt+1 + p̃t (1− π) m̃s
t+1 (4.13)

= utrtnt + (1− π)wtlt + (1− δ (ut)) qtnt + p̃tm̃t

+ λtπ [utrtnt + ϕqt (1− δ (ut))nt + p̃tm̃t]︸ ︷︷ ︸
maximum liquidity an investor can attain

where

λt ≡
qt − 1

1− ϕqt
(4.14)

The left-hand side is gross spending, consisting of consumption and gross asset

purchases. The first line in the right-hand side is gross income, consisting of

dividends, labor income, and the market value of the portfolio. The second line

in the right-hand side is the total profit from capital creation. The reason is

the following. An investor can create 1/ (1− ϕqt) units of capital from a unit of

liquidity. A fraction ϕ of the investment is sold, and the rest is added to the

investor’s portfolio, which is worth (1− ϕ) qt/ (1− ϕqt). Finally, subtracting the

costs of the investment from it, we find

(1− ϕ) qt
1− ϕqt

− 1 =
qt − 1

1− ϕqt
= λt (4.15)

Hence, λt measures how much value an investor can create from a unit of liquidity.

Finally, because investors as a group have π [utrtnt + ϕqt (1− δ (ut))nt + p̃tm̃t]

units of liquidity, the second line in the right-hand side is the total profit from

capital creation at the household level.

The household’s problem can be reformulated in a simpler way as follows. It

chooses a sequence of ut, c
i
t, c

s
t , lt, nt+1, and m̃s

t+1 to maximize the utility (4.1)

subject to the budget constraint (4.13) and the law of motion of bubbly assets

m̃t+1 = (1− π) m̃s
t+1. The first-order conditions are

cit = cst (4.16)

η
cst

1− lt
= wt (4.17)

rt − δ′ (ut) qt + πλt (rt − ϕqtδ
′ (ut)) = 0 (4.18)

qt = β

(
cst
cst+1

)
(ut+1rt+1 + (1− δ (ut+1)) qt+1 + πλt+1 (ut+1rt+1 + ϕqt+1 (1− δ (ut+1))))

(4.19)
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and

p̃t = β

(
cst
cst+1

)
(1 + πλt+1) p̃t+1 (4.20)

The first equation states that the marginal utility from consumption has to be

equalized across members of the household. The second equation states that the

marginal rate of substitution between leisure and consumption has to be equal to

the wage. The third equation states that the marginal benefit of raising the capac-

ity utilization rate (the rental rate of capital) has to be equal to its opportunity

cost (the value of the depreciated capital at the margin). The fourth equation is

the Euler equation for capital, in which λt appears because capital is not only a

production factor but also a means of providing liquidity to investors. The fifth

equation is the Euler equation for the bubbly assets. The left-hand side of this

equation is strictly positive only if there is a chance that the bubbly assets in pe-

riod t will be traded at a strictly positive price in the next period. In other words,

it is the resalability of bubbly assets that justifies their positive prices, which is

the same in Tirole (1985) and Martin and Ventura (2012).

4.2 Firms

Competitive firms produce output from capital and labor services denoted by KSt

and Lt, respectively. The production function is

Yt = At (KSt)
α (Lt)

1−α , (4.21)

where At is the technology level that agents in the economy take as given. Firms

maximize profits defined as Yt − rtKSt − wtLt by choosing KSt and Lt, where rt

is the rental price of capital and wt is the wage rate. The production technology

is freely available to potential entrants. Firms make zero profits in equilibrium.

We assume that, while all the economic agents in the model take it as given,

the technology level At is actually endogenous:

At = Ā (Kt)
1−α . (4.22)

Ā is a scale parameter. Following Arrow (1962), Sheshinski (1967), and Romer

(1986), we interpret the dependency of At on Kt as learning-by-doing; namely,

knowledge is a by-product of investment, and in addition, it is a public good that

anyone can access at zero cost. With this assumption, the long-run tendency

for capital to experience diminishing returns is eliminated. Long-run growth is
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sustained by both capital and knowledge accumulation. Moreover, the growth

rate is endogenous and influenced by not only the state of the economy but also

actions taken by economic agents.

The AK structure is important for tractability. As we discuss in the following

section, once we de-trend the model by Kt, the equilibrium conditions depend

only on the exogenous state variables. The resulting system is computationally

tractable. Importantly, we can find the regime-dependent steady states and esti-

mate the model in reasonable time.13

4.3 Competitive Equilibrium

Competitive equilibrium is defined in a standard way; all agents optimize given

prices, and the market clearing conditions are satisfied; i.e.,

nt+1 = Kt+1 (4.23)

Lt = (1− π) lt (4.24)

KSt = utKt (4.25)

πcit + (1− π) cst + πit = Yt (4.26)

πm̃i
t+1 + (1− π) m̃s

t+1 = M (4.27)

The law of motion for aggregate capital stock is

Kt+1 = (1− δ (ut))Kt + πit (4.28)

which automatically holds by Walras’ law.

13The analysis is way more complicated if the aggregate production function has diminishing
returns to scale in capital. This is because not only capital becomes a state variable but also
the number of possible cases for the level of capital grows over time for the following reason.
First, the stock of capital today depends on the one yesterday, but capital yesterday could take
different values depending on the regime yesterday. The same reasoning applies for the stock
of capital on the day before yesterday. This means that we need to track the entire history of
regime switches up to time t in order to solve the model. The possible levels of capital explode
as time evolves, making the solution effectively unfeasible.
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4.4 Crowding-In and Crowding-Out Effects of a Realized

Bubble

Rewriting equation (4.11) and imposing the market clearing condition for bubbly

assets, we obtain

πit︸︷︷︸
gross investment

= π
1

1− ϕqt︸ ︷︷ ︸
financial leverage

utrtnt + ϕqt (1− δ(ut))nt + p̃tM︸︷︷︸
crowding-in

 . (4.29)

All else equal, gross investment is higher in an equilibrium with a bubble

(p̃t > 0) than in one without (p̃t = 0). This is because productive members

(investors) sell bubbly assets to less productive members (savers) and use the

proceeds to expand investment. Although, unlike in Martin and Ventura (2012),

investors are not endowed with a new vintage of bubbly assets each period, a

similar crowding-in effect arises because the assets are distributed across members

before it is known who will become investors.

A crowding-out effect also exists and manifests as a pecuniary externality.

Other things being equal, the price of capital qt is lower in a bubbly equilibrium

(p̃t > 0) than in a bubbleless one (p̃t = 0). The reason is that, as shown in equation

(4.19), capital is valued not only for its dividends but also for the liquidity it

provides to investors. In a bubbly equilibrium, this liquidity value is diluted, since

the bubble itself provides liquidity. A lower qt reduces gross investment πit by

increasing the down payment investors must make—appearing in equation (4.29)

as a reduction in financial leverage.

4.5 Comovement

We conduct a similar exercise as in Sections 3.1.6 and 3.2.4. We assume that

the economy is initially in the fundamental equilibrium, where bubbly assets are

valueless. In period t = 0, a new vintage of bubbly assets is injected into the

economy suddenly and unexpectedly; specifically, M units of brand-new bubbly

assets are distributed to households in a lump-sum manner. Starting in period

t = 0, a bubbly equilibrium is selected. The economy then follows a transition

path that converges to a steady state in which the ratio of bubble size to capital

stock (p̃tM/Kt) remains positive.

Figure 5 presents a numerical simulation.14 As shown in the top-left panel, the

14Following Guerron-Quintana et al. (2023), we set β = 0.99, π = 0.06, ϕ = 0.19, α = 0.33,
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bubble size jumps from zero to a positive value in period t = 0. The subsequent

panels show that output, consumption, investment, and labor hours all increase

simultaneously upon the emergence of the bubble. An economic boom occurs

immediately, rather than with a delay.

The capacity utilization rate plays a central role in this dynamic. As shown

in equation (4.18), the household chooses the utilization rate by weighing the

marginal benefit (the rental rate of capital) against the opportunity cost (the

marginal value of depreciated capital). When the bubble emerges, the opportunity

cost falls because the price of capital declines, as discussed in Section 4.4. In

response, the household raises the utilization rate, as depicted in the bottom-right

panel.

Because capital is now used more intensively, demand for labor services in-

creases due to the complementarity between capital and labor in production. Con-

sequently, both wages and labor supply rise, contributing to higher output. Con-

sumption increases as households become wealthier following the bubble’s emer-

gence. Investment also rises, as the crowding-in effect of the bubble outweighs the

crowding-out effect, both discussed in Section 4.4.

4.6 Stochastic Model

Before closing this section, we introduce aggregate shocks into the model. This

stochastic extension is used in the quantitative analysis presented in the next

section.

We begin by introducing regime switches. Let zt ∈ {b, f} denote the regime at

time t, where b and f indicate the bubbly and fundamental regimes, respectively.

The regimes differ in whether bubbly assets exist. In the fundamental regime, there

are no bubbly assets in the economy. When the regime switches to the bubbly

state, M units of a new vintage of bubbly assets are created and distributed to

households in a lump-sum manner. No bubbly assets are created under other

circumstances. Once created, bubbly assets persist without depreciation as long

as the economy remains in the bubbly regime, but they vanish immediately when

the regime reverts to the fundamental state. zt follows a Markov process.

The law of motion for bubbly asset holdings, previously specified in equation

(4.4), is modified to:

m̃t+1 = πm̃i
t+1 + (1− π)m̃s

t+1 + 1{zt=f, zt+1=b}M (4.30)

δ0 = 0.001, δ1 = 0.065, ζ = 0.33, A = 0.49, and η = 2.67.
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Figure 5: Bubble and Economic Fluctuation in the Guerron-Quintana et al. (2023)
Model
Note: Bubble size, output, consumption, and investment are divided by capital
stock Kt. The bubble period is highlighted in yellow.

where 1 is an indicator function. The last term reflects the issuance of a new

vintage of bubbly assets when the regime shifts from fundamental to bubbly.

In the fundamental regime, there are no spot or forward markets for bubbly

assets, and future bubbles cannot be used as collateral. We implement this restric-

tion by modifying the budget constraints in equations (4.5) and (4.6) as follows:

xi
t + it + qt

(
ni
t+1 − it − (1− δ(ut))nt

)
+ 1{zt=b}p̃t

(
m̃i

t+1 − m̃t

)
= utrtnt (4.31)

xs
t + qt

(
ns
t+1 − (1− δ(ut))nt

)
+ 1{zt=b}p̃t

(
m̃s

t+1 − m̃t

)
= utrtnt + wtlt (4.32)

We also impose:

1{zt=f}m̃
i
t+1 = 1{zt=f}m̃

s
t+1 = 0 (4.33)

These restrictions ensure that bubbly assets cannot be traded in the fundamental
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regime. The market-clearing condition for bubbly assets, replacing equation (4.27),

becomes:

πm̃i
t+1 + (1− π)m̃s

t+1 = 1{zt=b}M (4.34)

Both sides are zero in the fundamental regime.

Next, we introduce a productivity shock. We modify the technology level,

originally defined in equation (4.22), as:

At = ĀK1−α
t eat (4.35)

where at is an exogenous AR(1) process. This shock captures stylized supply-side

fluctuations.

Finally, we introduce a preference shock that temporarily affects household

impatience. The utility function in equation (4.1) is modified as follows:

E0

[
∞∑
t=0

βt

edt

(
π log(cit) + (1− π) [log(cst) + η log(1− lt)]

)]
(4.36)

Here, dt is an exogenous AR(1) process representing a stylized demand-side shock.

This preference shock shares many characteristics with financial shocks frequently

analyzed in the literature; see Fisher (2014) and Smets and Wouters (2007).

4.7 Crowding-Out Effect of Future Bubbles

Guerron-Quintana et al. (2023) study a recurrent-bubble equilibrium in which bub-

bly assets are traded at positive prices during the bubbly regime but do not exist

in the fundamental regime. They identify a crowding-out effect of future bubbles,

which is related to—but distinct from—the crowding-out effect of realized bubbles

discussed in Section 4.4.

To illustrate this effect graphically, we simulate the emergence of a bubble in

two different scenarios. In the first, the bubble is entirely unanticipated prior

to period t = 0 and emerges suddenly. In the second, agents in periods t < 0

anticipate that a bubble may emerge in the future with some probability, and

it indeed materializes in period t = 0 as expected, albeit with uncertainty. For

simplicity, we assume in both scenarios that the bubble, once formed, persists

indefinitely.

The top panel of Figure 6 displays the path of investment under these two sce-

narios.15 A notable difference arises prior to the bubble’s emergence: investment

15We set the transition probability from zt = f to zt = b at 1.5%.
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is lower in the economy where agents anticipate a future bubble (solid blue line)

compared to the economy where the bubble is completely unexpected (red dotted

line). Since no bubble exists in periods t < 0, this difference cannot be attributed

to the crowding-out effect of realized bubbles. Rather, it reflects the crowding-out

effect of anticipated future bubbles.

This effect also operates through a pecuniary externality. When agents expect

future bubbles, the current price of capital qt declines because they foresee that

realized bubbles will later depress capital prices, as discussed in Section 4.4. A

lower capital price reduces investors’ financial leverage, which adversely affects

gross investment.

The bottom panel of Figure 6 plots the ratio of stock market value to annualized

GDP. We define stock market value as:

stockt := ϕqtKt+1 + 1{zt=b}p̃tM︸ ︷︷ ︸
bubble

(4.37)

The bubble component is included in the stock market valuation because we as-

sume that bubbly assets are tied to the equities of final goods firms, which are in-

trinsically worthless. Additionally, we assume that a fraction ϕ of the capital stock

is publicly traded, following empirical evidence provided in Guerron-Quintana et

al. (2023, p. 349).

When the bubble emerges, we observe a stock market boom. Although the

capital price qt declines, the bubble term offsets this drop and elevates overall

market valuation.

5 Quantitative Investigation

Section V of Guerron-Quintana et al. (2023) presents an attempt to bridge theoret-

ical insights about asset price bubbles with empirical evidence. The analysis here

examines the key methodological challenges and innovations in their approach,

with a particular focus on solution/estimation complexities.

5.1 Solving the model

As explained above, our model contains two features that complicate and alleviate

its numerical computation. First, the economy can be in either the fundamental

regime or the bubbly regime. Since the regimes follow a Markov chain of order 1,

the model inherits the Markovian characteristic. As shown by Farmer et al. (2011),
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Figure 6: Crowding-Out Effect of Future Bubbles in the Guerron-Quintana et al.
(2023) Model
Note: Investment is divided by the capital stock Kt. The bubble period is high-
lighted in yellow.

solving this class of models is intrinsically difficult and is prone to suffering from

indeterminacy. Moreover, the switches imply that the state of the economy at a

given point in time depends on the entire history of the bubbles’ rise and collapse.

Second, there is growth in the economy, making the model non-stationary.

This means that we need to make the model stationary before trying to apply the

methods in the toolkit of modern macroeconomics (Fernández-Villaverde et al.

(2016)).16 In the Guerron-Quintana et al. (2023) model, however, the only en-

dogenous state variable is capital. So the model is de-trended by dividing growing

variables such as output Yt by capital Kt. The resulting model is entirely forward-

looking, which removes the model’s dependence on the past history of bubbles.

This property is crucial for tractability.

To see these two forces in action, let us consider some of the equilibrium con-

ditions in Guerron-Quintana et al. (2023). A simplified version of the production

function is

Yj,t = Kt((1− π)lj,t)
1−α.

Here, the subindex j takes the value f if the economy is in the fundamental

regime or b if the economy is in the bubbly regime. Capital stock Kt does not

16The approach outlined in Kulish and Pagan (2017) is an alternative and promising way of
dealing with the non-stationarity and Markov switches.
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have the subindex j because it is a predetermined variable and hence does not

depend on the realization of the current regime zt. If we define de-trended output

as ŷj,t ≡ Yj,t/Kt, the production function depends exclusively on labor today.

Importantly, capital is no longer a state variable. The only states of the economy

are the bubble regime and the demand/productivity shocks. Because they follow

exogenous stochastic processes, their realization at time t is known when solving

the model.

The optimality condition of the household for capital is

qj,t = Et

[
β

(
ĉsj,t
ĉst+1

1

gj,t

)
(ut+1rt+1 + (1− δ (ut+1)) qt+1

+ πλt+1 (ut+1rt+1 + ϕqt+1 (1− δ (ut+1))))

]

where gj,t is capital growth defined by gt := Kj,t+1/Kt.
17 Here, the subindex j

indicates the regime at time t and the expectation operator is with respect to the

probability of switching regimes at t+1. The reader should keep in mind that the

variables in the next period are not indexed by j because, from the perspective of

today, they can be fundamental or bubbly. Similarly to the production function

approach, we de-trend consumption by capital to render the optimality condition

stationary.

If we proceed with this approach over all the equilibrium conditions of the

model, we obtain a system that is stationary and forward-looking. The final step

in the solution process is to recognize that to solve the model today, say in the

bubbly regime, we need the controls and states in the bubbly regime tomorrow as

well those variables in the fundamental regime tomorrow. This can be achieved by

solving an expanded version of the model that states the equilibrium conditions

of the fundamental and blubbly regimes one on top of the other. To help visualize

the structure of the expanded model, the block corresponding to the production

function will consist of these equations

ŷf,t = ((1− π)lf,t)
1−α,

ŷb,t = ((1− π)lb,t)
1−α

Next, we provide a more detailed description of the solution and estimation

of the model. It is based on the technical appendix in Guerron-Quintana et al.

17Capital tomorrow Kt+1 depends on the current regime, because it is determined at t.
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(2023)

First, we de-trend the equilibrium conditions of the model by scaling them

with the capital stock. This transformation ensures that the model becomes sta-

tionary, which is a necessary step before any perturbation or estimation technique

is applied. In the stationary version of the model, the dynamics are governed en-

tirely by expectations about the future, given the realization of current structural

shocks and the prevailing regime. As a result, the system is forward-looking and

its behavior is characterized by analogous equations in Section 4.

We introduce the notation used to differentiate between the two regimes in

the model. Let Xf
t and Y f

t denote the vectors of endogenous state and control

variables, respectively, when the economy is in the fundamental regime. Analo-

gously, Xb
t and Y b

t represent the state and control vectors in the bubbly regime.

The de-trended model can then be written as a system of conditional equilibrium

equations:

EtΓf (X
f
t , Y

f
t , X

f
t+1, Y

f
t+1, X

b
t+1, Y

b
t+1) = 0,

EtΓb(X
b
t , Y

b
t , X

f
t+1, Y

f
t+1, X

b
t+1, Y

b
t+1) = 0.

These two systems represent the equilibrium dynamics of the model conditional on

the regime being fundamental or bubbly. Importantly, the formulation captures

the possibility of regime switching in the future, as indicated by the dependence of

each regime’s equilibrium on both sets of future state and control variables. The

functions Γf (·) and Γb(·) encapsulate the equilibrium conditions for each regime.

The next step involves computing the steady states for each regime, which we

do by solving the system in the absence of structural shocks while allowing for

regime switching. Specifically, we search for fixed points (Xf , Y f , Xb, Y b) that

satisfy the following conditions:

Γf (X
f , Y f , Xf , Y f , Xb, Y b) = 0,

Γb(X
b, Y b, Xf , Y f , Xb, Y b) = 0.

This approach ensures that the computed steady states account for the potential

transitions between regimes and thus reflect a more realistic long-run character-

ization of the economy. It captures a non-linear impact of the emergence of a

bubble as a transition from (Xf , Y f ) to (Xb, Y b), as well as a non-linear impact

of the collapse as a transition from (Xb, Y b) to (Xf , Y f ). It captures effects of the

household’s anticipation of regime switches, including the crowding-out effect of
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future bubbles discussed in Section 4.7.

Once the steady states are determined, we linearize the model around them

using a first-order perturbation method.18 This yields a linear approximation

of the model’s law of motion for endogenous variables. The linearized system

captures the dynamic response of the model to small deviations from the steady

states, including the effects of structural shocks. For this purpose, we adopt the

first-order perturbation technique described in Schmitt-Grohe and Uribe (2004).

The linearized dynamics of the system can be compactly expressed as:

Xt = ΛxXt−1 + ΩxΞx,t,

where Xt = [Xf
t , Y

f
t , X

b
t , Y

b
t ]

′ is the vector of all endogenous variables in both

regimes, and Ξx,t denotes the vector of structural innovations at time t.

To connect the model with observed macroeconomic data, we specify a mea-

surement equation:

Yt = ΛyXt + ΩΞy,t.

In this expression, Yt represents the vector of observed data, which are constructed

from the variables of the model through the mapping matrix Λy. The term Ξy,t

captures classical measurement errors that account for the discrepancies between

the model and the actual data.

For estimation, we compute the likelihood of the model using a non-linear

filtering method capable of handling regime switching. Specifically, we apply the

filtering approach described in Chapter 5 of Kim and Nelson (1999), which is

designed to handle Markov-switching state-space models.

Finally, we estimate the model using a Bayesian approach, following the frame-

work developed in Fernandez-Villaverde et al. (2016). This method involves spec-

ifying prior distributions for the model parameters and updating them with the

observed data to obtain the posterior distributions. The Bayesian approach pro-

vides a coherent framework for incorporating both parameter uncertainty and

regime uncertainty into the estimation.

18In our solution algorithm, there is no restriction on the type of approximation technique
around each of the steady states. We could use higher order perturbation or projection methods.
However, this will come at the expense of complicating the estimation stage, which is already
complex due to the regime switches.
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5.2 Identifying Bubbles in the Data

Guerron-Quintana et al. (2023) identify the presence of asset price bubbles by

leveraging their model’s ability to predict that both GDP growth and the stock-

market-to-GDP ratio are concurrently elevated during bubbly periods. Figure

7 shows their estimate of probability of the U.S. economy being in the bubbly

regime. Their sample period is from 1984Q1 to 2017Q4.

It strongly suggests the existence of at least three distinct bubbly episodes.

The first happened before the stock market crash (Black Monday) of October

1987. The second likely occurred between roughly 1997 and 2001, while the third

spanned the years leading up to the Great Recession, beginning around 2006.

During both intervals, robust performance in the asset markets coincided with

vigorous economic growth, conditions that our model interprets as symptomatic

of bubble formation.

However, not every episode of economic expansion qualifies as a bubble in their

framework. For instance, the pronounced GDP growth observed in the mid-1990s

is attributed to positive productivity shocks rather than speculative dynamics, as

the stock-market-to-GDP ratio remained insufficiently elevated to signal a bub-

ble. Similarly, a surge in equity markets alone does not automatically imply the

presence of a bubble. A notable example of this is the year 2014, when stock

prices were soaring but GDP growth remained comparatively modest. This diver-

gence illustrates the importance of considering both indicators jointly; a boom is

classified as a bubbly boom only if high asset valuations are accompanied by corre-

spondingly strong real economic growth. This is an important difference from the

econometric approach discussed in Section 2, in which a unit root test is applied

to a univariate time series.

The most recent two bubbles identified by Guerron-Quintana et al. (2023) are

followed by immediate recessions, which are highlighted in gray in Figure 7.19 The

Guerron-Quintana et al. (2023) model is consistent with this pattern too; their

model predicts that a recession should be observed when the bubble collapses.

The mechanism is analogous to the one we discussed in Section 4.5.

In the appendix of Guerron-Quintana et al. (2023), the authors extend their

analysis by using quarterly U.S. data on GDP growth and the credit-to-GDP ra-

tio to identify the presence of bubbles. Much like the stock-market-to-GDP ratio,

the model predicts that the credit-to-GDP ratio rises during bubbly regimes rel-

ative to fundamental ones. According to our findings, the early 2000s begin in

19Recession dates from the ECRI.
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Figure 7: Estimated Probability of Bubbly Regime in the Guerron-Quintana et al.
(2023) Model
Note: The yellow shadow highlights periods in which the posterior probability
exceeds 60%, while the gray shadow represents the recession period.

a fundamental regime, but as credit expands rapidly over the decade, the like-

lihood of entering a bubbly regime increases. By mid-2005, the model assigns

a smoothed probability exceeding 50% to the bubbly state, signaling its grow-

ing importance. From 2007 to early 2009, the bubble was fully developed, with

growth during this interval largely driven by speculative forces—marking a clear

contrast with the productivity-led expansion of the 1990s. At its height, the ob-

served level of credit in the data can be attributed to a combination of speculative

bubble dynamics and positive productivity shocks. However, the bubble dissi-

pates in the early 2010s. During the initial phase of the Great Recession, credit

levels begin to adjust downward, although they remain elevated compared to the

1990s. Our model interprets this early crisis period as being driven by a sudden,

exogenous decline in investment demand—captured by a negative shock to pref-

erences—rather than a reversion to fundamentals. As credit contraction persists

and GDP growth remains subdued, the economy gradually transitions back to the

fundamental regime, which becomes the dominant state from 2011 onward.
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6 Conclusion

This chapter explored the relationship between asset price bubbles and macroe-

conomic booms. Empirically, we found that bubbles—identified using formal

econometric methods—almost always coincide with periods of economic expan-

sion. However, this empirical regularity is not easily explained by classical models

of rational bubbles, even when they incorporate endogenous labor supply.

A more recent model proposed by Guerron-Quintana et al. (2023) offers a

plausible explanation for bubble-driven expansions. Their model is both tractable

and suitable for quantitative analysis, making it a valuable tool for identifying and

studying bubbles in macroeconomic data.

Although quantitative approaches have gained prominence in economics, the

application of rational bubble models in empirical research remains relatively lim-

ited. We hope this chapter serves as a useful reference for researchers seeking to

further investigate the role of asset price bubbles in macroeconomic fluctuations.
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A Date-stamping Strategy of Asset Price Bub-

bles

This appendix outlines the identification strategy for housing and stock market

bubbles proposed by Phillips et al. (2015a,b), which we employed in Section 2

country-by-country. The method is based on the maximum value of the right-

tailed unit root test. Phillips et al. (2015a,b) is particularly useful in our context,

as our sample of advanced countries likely includes multiple bubbles after the 1960s

or 1970s. The method mitigates the well-known power loss in detecting subsequent

bubbles, which occurs when earlier bubbles are included in the sample. To address

this, we define the backward supremum ADF (BSADF) test for the time series of

real asset prices pt for t = 1, ..., T conducted at time t = k as

BSADF k = max
s∈[1,k−T0+1]

ADF [s,k] for k = T0, ..., T,

where ADF [s,k] is a t-test statistic using the sample from t = s + 1, ..., k for the

coefficient δ in the regression

∆pt = µ+ δpt−1 +
∑q

l=1
ρl∆pt−l + error

for the null hypothesis of H0 : δ = 0 against an alternative hypothesis of H1 : δ > 0

and the lag order q is determined by Ng and Perron (2001) modified information

criteria.

The origination and termination dates of the jth bubble, T̂ j
e and T̂ j

f , for j =
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1, 2, 3, ... are identified by

T̂ j
e = min

t∈[T̂ j−1
f +d,T ]

{
t : BSADF t > cvt

}
,

T̂ j
f = min

t∈[T̂ j
e+d,T ]

{
t : BSADF t < cvt

}
,

where cvt is a sequence of critical values determined by bootstrap with 999 repe-

titions at the 1% significance level. The minimum interval between two adjacent

bubbles is set to d = 6. When estimating the origination of the first bubble, we

specifically set T̂ 0
f = 0 and d = T0. T0 is the minimum interval to conduct the

above ADF test and particularly set to T0 =
⌊(

0.01 + 1.8√
T

)
T
⌋
with ⌊·⌋ indicat-

ing the integer part of the argument. However, these particular choices do not

qualitatively affect the final results.
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