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Specialization and Diversification in Agricultural Transformation:
The Case of West Punjab, 1903-1992

In this article, the role of crop specialization and diversification in the process of agricultural transformation is investigated empirically for the case of West Punjab. Changes in aggregate land productivity are associated structurally with inter-crop and inter-district reallocation of land use. This structural association enables us to characterize the nature of market development and agricultural transformation in a specific region. In the initial period of agricultural transformation, the diversity of a traditional and subsistence agriculture might go down because of crop shifts reflecting comparative advantage (Timmer, 1997). The actual pattern of specialization and diversification might differ according to aggregation levels and region/time specific factors. This article is the first attempt to quantify these patterns using actual data from a developing country.

The existing studies with similar motivations include Huffman and Evenson, who demonstrate the importance of crop specialization for productivity growth in U.S. agriculture, Sonobe and Otsuka, who quantify the role of subsectoral resource reallocation in productivity growth in Taiwanese manufacturing industries, and Timmer and Szirmai, who investigate the effects of labor shifts across the subsectors of manufacturing on labor productivity in Asia. This article is different from these studies in that resource reallocation over space is investigated explicitly using agricultural data that directly correspond to different aggregation levels.

The empirical application is to the case of West Punjab over the period 1903-1992, which roughly corresponds to the area of Pakistan Punjab today. Datasets are newly compiled by the author at more aggregate (West Punjab) and less aggregate (district) levels. This case is ideal for the objective of this article because Punjab has experienced a rapid growth of agricultural production during this period with exten-
sive statistics available. Thanks to agricultural development, the Punjab Province is the richest among the four provinces of Pakistan, although the absolute income level in the province still remains at the level of low income countries on a global scale.

To put the scope of this article in a different way, it is an attempt to incorporate into the growth accounting literature an idea borrowed from the literature on equilibrium models for agricultural households. Regarding the former, historical records have shown that agricultural productivity has been growing due to the introduction of modern technologies, commercialization of agriculture, capital deepening, factor shifts from agriculture to nonagricultural sectors, etc. This whole process could be called ‘agricultural transformation,’ to which the contribution of each of these factors has been quantified in the existing literature on growth accounting using macro data (Timmer, 1988).

Since the macro statistics reflect the aggregated behavior of micro agents, it is desirable to associate quantitative changes at the macro level with those at more disaggregated level. The current article is an attempt in this direction, focusing on the role of crop specialization and diversification. The significance of crop shifts in the process of agricultural transformation can be understood through development of rural markets. If all producers choose crops on the principle of comparative advantage, and all producers face the same relative prices, land reallocation occurs only when technology or relative prices change. In agriculture, however, the assumption that all producers face the same relative prices is not justifiable because spatial dimensions and transportation costs are important in crop production (Takayama and Judge; Baulch). With substantial transportation costs, farmers may optimally choose a crop mix that does not maximize expected profits evaluated at market prices but that does maximize expected profits evaluated at farm-gate prices after adjusting for transaction costs (Omamo, 1998a; 1998b), and farmers’ supply response curve has
Subjective equilibrium models for agricultural households provide other reasons why decision prices for farmers may diverge from market prices. Households need to be self-sufficient in farm labor if labor markets are missing (de Janvry, Fafchamps, and Sadoulet). The objective function of farmers may include considerations for production and consumption risk and/or domestic needs for family if insurance markets are incomplete (Kurosaki and Fafchamps). In these cases, their production choices can be expressed as a subjective equilibrium evaluated at household-level shadow prices.

During the initial phase of agricultural transformation, it is likely, therefore, that diversification levels are similar between different aggregation levels because each region has to grow crops its residents want to consume due to the absence of well-developed agricultural produce markets. As rural markets develop, however, the discrepancy between the market price of a commodity and its decision price at the farm level is reduced. In other words, the development of rural markets is a process which allows farmers to adopt production choices that reflect their comparative advantages more closely, contributing to productivity improvement at the aggregate level evaluated at common, market prices. If this development occurs, production at a less aggregate level could be less diverse than that at a more aggregate level. Initially, when some produce markets are thin with volatile prices and insurance markets are incomplete, farm households may participate in produce markets only marginally. As their constraints on consumption smoothing are eliminated, however, they may increase their production of lucrative crops (Kurosaki and Fafchamps). Similarly, development of rural labor markets enables farmers to grow more market-oriented crops through reduction of constraints on family labor endowments (de Janvry, Fafchamps, and Sadoulet).
The article is organized as follows. Data used in this article are explained briefly in the next section. An overview of agricultural transformation in West Punjab is presented in the second section, with a discussion of the timing of structural change in land productivity. The effects of crop specialization on agricultural growth are quantified in the third section, followed by a section in which the dynamics of crop diversification are analyzed at the district level. Findings and implications of the investigation are summarized in the final section.

Data

A dataset for this type of investigation should cover a sufficiently long period that contains the initial phase of low market development as well as the following phase of dynamic agricultural transformation. At the same time, data quality should be comparable as much as possible throughout the period. The case of West Punjab since the early twentieth century is ideal for investigation, the region having experienced rapid agricultural growth during this period, especially famous for the Green Revolution since the late 1960s. It still remains, however, as a low income, developing area with substantial potential for future development. Furthermore, among developing countries, the Indian Subcontinent is exceptional in the availability of long term agricultural statistics collected by colonial and post-independence governments. Data for this article are estimated and compiled from these sources.3

Punjab was partitioned between India and Pakistan in August 1947 when the two countries achieved independence. It is thus impossible to define a geographical space that both corresponds to the contemporary national borders and is time-invariant throughout the study period. Since one of the purposes of this article is to associate changes in aggregate land productivity with inter-crop and inter-district reallocation of land use, the latter condition is more important. Therefore, the western half of the
British Province of Punjab is chosen as the more aggregate level in this article and called 'West Punjab.' This area accounted for approximately 90% of farm land in Pakistan Punjab in 1981.

Considering the data availability, a ‘district’ is chosen as the less aggregate level in this article. It is a basic unit of local administration. Since district boundaries were changed occasionally, the boundaries during 1905-1919 are chosen as the reference, resulting in twenty-eight districts for the British Punjab. When two or more districts were merged and re-divided into several districts, crop areas are divided proportionally if more detailed data are not available. In 1947, the Indian Empire was partitioned into India and Pakistan. Among the twenty-eight districts of the British Punjab, fifteen districts in the west belonged to Pakistan and the rest belonged to India. Therefore, West Punjab in this article is divided into fifteen districts, whose boundaries are adjusted by the author to make them time-invariant throughout the study period.

For each of the fifteen districts, data for cropped area and output are compiled for twelve major crops — rice, wheat, barley, sorghum, pearl millet, maize, chickpea, rape and mustard, sesame, sugarcane, tobacco, and cotton. The first seven crops are foodgrains and the rest are cash crops including oilseeds. These crops comprise the ‘major crops’ subsector in the national income accounting of Pakistan today. The major crops subsector occupies about 70% of value-added from crops and about 40% of value-added from agriculture, and its share was higher in the colonial period. Among the twelve crops, wheat, rice, sugarcane, and cotton are the most important, accounting for 76% of the total output value from the twelve crops before independence and 87% after independence. The gross output values from these crops are aggregated using 1960 prices. Ideally, the sum of value-added evaluated at current prices and then deflated using some price index would be a better measure, but the
sum of gross output values at constant prices is used as a proxy due to the absence of reliable data on input prices and quantities before independence. Therefore, the analyses in the subsequent sections are based on a balanced panel of fifteen districts over ninety years (1903-1992) covering twelve crops.

Agricultural Transformation and Crop Shifts in West Punjab

Agriculture in West Punjab has undergone major structural change over the study period. Aggregate farm output \((Q_t)\) evaluated at 1960 prices was about 7.5 times larger in the 1990s than in the early twentieth century (figure 1). Partial productivity with respect to labor \((L_t)\) and land \((A_t)\) improved substantially as well, with levels in the 1990s more than double the levels in the early twentieth century. All three indices in figure 1 show that the average annual growth rate was significantly higher after the mid 1950s. It should be noted that the acceleration in growth occurred before the introduction of Green Revolution technology that enhanced the land productivity of wheat and rice dramatically since the late 1960s.

Before independence in 1947 also, all three indices increased gradually, although the growth rates were lower than those after independence. The decade from the mid-1940s is a period when farm output stagnated. This could be due to economic disruption during World War II and the turmoil caused by the partition of Punjab in 1947, to which we return in the fourth section.

Another aspect of agricultural transformation in West Punjab is a spatial shift of crops. A diversification index of \(D \equiv 1 - H\) is a convenient measure to characterize spatial crop shifts, where \(H\) is the Hirschman-Herfindahl index. This can be defined in two ways. First, a diversification index of district shares under crop \(i\) can be
defined as $D_{it} = 1 - H_{it} = 1 - \sum_h(A_{hit}/\sum_k A_{kit})^2$, where $A_{hit}$ is an area under crop $i$ in district $h$ in year $t$ compiled from the dataset explained in the previous section. Intuitively, it shows the probability of hitting different districts if two points are randomly chosen from the whole area under crop $i$ in West Punjab. A small $D_{it}$ implies that cultivation of the crop of concern is concentrated in a few districts. Second, from the same raw data, another diversification index can be calculated, defined as $D_{ht} = 1 - H_{ht} = 1 - \sum_i(A_{hit}/\sum_j A_{hjt})^2$. Index $D_{ht}$ has the intuitive meaning of the probability of hitting different crops if two points are randomly chosen from the whole area under cultivation in district $h$. Therefore, it is a measure of diversification for a particular district.

$D_{it}$ is plotted in figure 2 for the four important crops. The most dynamic change is observed in cotton, the most important cash crop in West Punjab. $D_{it}$ of cotton continuously decreased during the ninety year period. In the early twentieth century, its regional concentration was less than those of rice and sugarcane; cotton is the crop with the highest concentration in the 1990s. An interesting pattern is observed in rice, whose concentration increased rapidly during the colonial period and has decreased slightly since the early 1940s. Rice in West Punjab is cultivated as a cash crop also. Another cash crop, sugarcane, shows a gradual increase in the diversification index during the colonial period but then it has stabilized during the post independence period. In sharp contrast to these cash crops, $D_{it}$ for wheat, a staple food for Punjabis, is stable throughout the twentieth century. The absolute level of $D_{it}$ is much above those of the three cash crops.

To examine whether or not the direction of spatial shifts shown in figure 2 is consistent with comparative advantage, table 1 reports the ratio: (i) the sum of the
areas under the crop of concern in districts that are ranked the top four in terms of comparative advantage in yield disparity ranking, divided by (ii) the sum of the areas under the crop of concern in districts that are ranked the bottom four. The comparative advantage in the table is approximated by the per-acre gross revenue of each crop relative to the average revenue of the other three crops. If the ratio for crop $i$ in table 1 increases over time, it implies that the area under the crop is being concentrated in districts that have comparative advantage in producing the crop over the other three crops. For rice and cotton, the pattern shown in table 1 is a mirror image of that in figure 2 — when the diversification index declines in figure 2, the ratio in table 1 increases. For sugarcane, the ratio in table 1 shows a gradual increase over time. In sharp contrast to these cash crops, the ratio of wheat shows no trend. Therefore, these observations give support to the interpretation that spatial shifts of major crops were associated with potential differences in comparative advantage.

[Insert table 1]

The concentration of each commercial crop in a few districts is likely to affect crop diversification in each district. Figure 3 plots the median, top 25%, and bottom 25% of $D_{ht}$ in each year for the fifteen districts, together with the same index at the province level for comparison. The exact districts ranked at these positions are not the same throughout the period, but the churning among districts is not large. The figure shows first that the crop mix is more diversified at the more aggregate level than at the district level throughout the period. Second, both $D_{ht}$ and $D_t$ show a decline in the latter half of the study period. Third, the difference between province and district-median indices widens in the latter half. Fourth, as shown by the top and bottom 25% plots, the dynamic paths differ widely from district to district. Thus, the acceleration of aggregate land productivity growth in figure 1 since the mid-1950s is associated with a decreasing diversification index in each district.
Combining these observations from figures 1-3, we hypothesize that the shift of cultivated areas from less lucrative to more lucrative crops and from less productive to more productive districts was an important source of agricultural growth in West Punjab. In the next section, therefore, its effect on land productivity is quantified in a growth accounting framework, and in the fourth section, the heterogeneity among districts is investigated further.

Before these, the period demarcation needs to be determined because we do not know exactly when structural change(s) occurred, although a casual look at figures 1-3 suggests that most of the time series show a turnaround around 1947, a natural candidate for a breakdate, when India and Pakistan achieved independence. Therefore, a series of tests are conducted for a structural change of unknown timing, following the procedure by Hansen. Time series for the tests include $Q_t/A_t$, which is further analyzed in the next section, and $H_t$ and $H_{it}$, which are the variables of concern in the fourth section.

First, a time series model with a deterministic trend is estimated by ordinary least squares (OLS),

$$\ln(Q_t/A_t) = a_0 + a_1 D_\tau + (b_0 + b_1 D_\tau)t + u_t,$$

where $D_\tau$ is a dummy variable for years after the structural change at time $\tau$, and $u_t$ is an error term with zero mean. For all candidate breakdates, Chow statistics for the null hypothesis of no structural change ($H_0 : a_1 = b_1 = 0$) are estimated and their sequence is plotted as a function of candidate breakdates in figure 4. The Chow test sequence reaches a high of 29.6 in 1951, which is the Quandt statistic, followed by 27.7 in the next year.
Under the assumption that the breakdate is unknown a priori, Bai and Perron provide the critical value at 1% for this case, which is 16.6. Since this is well below the test statistics in 1951 or 1952, the hypothesis of no structural break is rejected. Based on the breakdate estimate at 1951 or 1952, the sample is then split in two and the test is re-applied to each subsample, following Bai and Perron’s sequential procedure. The hypothesis of two or more structural breaks is not supported by the data.

Second, a similar model is estimated for $D_t$ using OLS, resulting in a Quandt statistic of 21.1 in 1952. The hypothesis of no structural break is rejected and that of two or more structural breaks is not supported. For $D_{ht}$, fifteen time series are stacked up and a similar model with deterministic trends is estimated by seemingly unrelated regression (SUR). Under the assumption of common breaks, the Chow statistic reaches its highest value of 29.3 in 1953, followed closely by 29.1 in 1952, allowing rejection of the hypothesis of no structural break. Here again, based on the breakdate estimate at 1952 or 1953, the sequential test cannot reject the hypothesis of only one breakdate.

Therefore, all three time series have one structural break in the early 1950s. The least squares estimates for the breakdate are 1951 for $\ln(Q_t/A_t)$, 1952 for $D_t$, and 1953 for $D_{ht}$. We adopt the agricultural year 1952 as the breakdate in the following analysis, because it is the median of the three and is associated with the second highest Chow statistic for $\ln(Q_t/A_t)$ and $D_{ht}$ with a very small difference.

**Crop Shifts as a Growth Source in West Punjab**

In this section, the effects of crop shifts on land productivity are investigated. Conceptually, crop shifts may affect agricultural growth in two different ways. First, how much of the agricultural growth in West Punjab can be explained by an aggregate
shift from low value-added crops to high value-added crops? This aspect, i.e., the contribution of *inter-crop* land reallocation to agricultural growth is quantified in the first subsection using province-level data. Since trade with areas outside West Punjab is critically important to changes in the aggregate share of each crop, this exercise sheds light on the role of trade on growth from an angle different from cross-country growth regressions or multi-sector growth accounting from the demand side (Chenery).

Second, using district-level data, the contribution of *inter-district* land reallocation to agricultural growth can be quantified. With developed rural markets, individual farmers or individual districts can specialize in crops in which they have comparative advantage, leading to productivity improvement at the aggregate level. This aspect corresponds to the role of agricultural commercialization within West Punjab.

*Effect of Inter-Crop Land Reallocation on Land Productivity*

Define $Y_t \equiv Q_t/A_t$, which shows land productivity at the aggregate level in terms of real output value per acre. By decomposing the total production into subsectors comprising various crops denoted by $i$, the agricultural growth from year 0 to year $t$ can be decomposed as

$$\ln(Q_t/Q_0) = \ln(A_t/A_0) + \ln(Y_t/Y_0) \approx \frac{A_t - A_0}{A_0} + \frac{Y_t - Y_0}{Y_0}$$

$$= \frac{A_t - A_0}{A_0} + \frac{1}{Y_0} \left[ \sum_i s_{i0} (Y_{it} - Y_{i0}) + \sum_i (s_{it} - s_{i0}) Y_{i0} + \sum_i (s_{it} - s_{i0})(Y_{it} - Y_{i0}) \right],$$

where $s_{it} \equiv A_{it}/\sum_k A_{kt}$, which is the area share of crop $i$ in year $t$. The first term of the last expression, i.e., $(A_t - A_0)/A_0$, shows area effects and the remaining block within a bracket shows land productivity effects. The land productivity term is
further decomposed into three elements: aggregate crop yield effects, inter-crop shift effects, and a residual. Following the terminology of Timmer and Szirmai, the second term is called ‘static’ inter-crop shift effects and the third term is called ‘dynamic’ inter-crop shift effects in this article. The second term shows ‘static’ effects since it becomes more positive when the area under crops whose yields were initially high increases relatively. In contrast, the third term shows ‘dynamic’ effects because it becomes more positive when the area under dynamic crops (i.e., crops whose yields are improving) increases relative to the area under non-dynamic crops.

The decomposition results following equation (2) can be interpreted in several ways. One is to focus on the contribution of crop shift effects relative to the total growth of land productivity. This is in line with the existing literature on growth accounting and is discussed below. Another is to calculate the contribution of crop shift effects relative to the maximum potential for the crop shift effects. The maximum potential for the static shift effects depends on the initial level of specialization/diversification and the range of feasible crop shares that can be grown under agronomic constraints, among which irrigation and rainfall are the most important. The maximum potential for the dynamic shift effects depends on the same factors as for the static effects and the response of $Y_{it}$ to changes in $s_{it}$. Since the current dataset does not allow a precise estimation of these factors, this exercise is not attempted in this article.

Table 2 shows the decomposition results. In West Punjab, production increased at 2.0% per year in the first period until 1952 and the growth rate has accelerated to 5.6% since then. Area effects explain 71% of the first period growth, whereas land productivity effects account for 68% of the second period growth. These results are
in line with those posited by Hayami and Ruttan in their international comparisons of the sources of agricultural growth.

Of this improvement in aggregate land productivity, growth in aggregate crop yield explains 57 and 78% respectively. The rest is explained both by static and dynamic shift effects. The absolute level of shift effects, both static and dynamic, is lower in the first period than in the second period. In the first period, dynamic shift effects are more important than static shift effects, whereas in the second period, the relative contribution of dynamic shift effects is similar to that of static shift effects. By decades, Kurosaki (2001) shows that the contribution of the static shift effects to productivity growth was the highest during the period 1952-62, surpassing the contribution from growth in aggregate crop yield, which supports the conjecture in Kurosaki (1999) that land reallocation toward high value crops was one of the main engines of agricultural growth, especially before the Green Revolution. These results show that the inter-crop land reallocation was an important source of land productivity growth in West Punjab.

Effect of Inter-District Crop Shifts on Aggregate Crop Yields

The aggregate crop yield effect for crop \( i \) in equation (2) can be further decomposed as

\[
Y_{it} - Y_{i0} = \sum_h s_{hi0} (Y_{hit} - Y_{hi0}) + \sum_h (s_{hit} - s_{hi0}) Y_{hi0} + \sum_h (s_{hit} - s_{hi0}) (Y_{hit} - Y_{hi0}),
\]

where \( s_{hit} \equiv A_{hit}/\sum_k A_{kit} \), which is the share of district \( h \) in the cultivated area of crop \( i \) in year \( t \). Three terms on the right hand side of equation (3) are interpreted similarly to terms in equation (2): the first term shows the effects of the average crop
yields in the district (we label them ‘District crop yield effects’ in the table), the second term indicates ‘Inter-district crop shift effects (static)’ and the third term shows ‘Inter-district crop shift effects (dynamic).’

An important aspect of equation (3) is that the effects of factor reallocation over space are incorporated explicitly in the decomposition. In other words, so-called ‘yield effects’ in the existing literature based on macro data are often a mixture of pure yield effects (e.g., due to shifts in total factor productivity in producing individual crops) and spatial crop shift effects.

In interpreting the decomposition results from equation (3), two points should be noted in addition to the unit of normalization. First, for crop reallocation across districts to have a substantial impact on aggregate land productivity, agronomic conditions need to be heterogeneous and the extent to which land can be switched across crops without loss of yield should be high. Otherwise, specialization in production may not be possible or efficient. As regards the agronomic conditions, soil quality, irrigation, rainfall, temperature, etc. vary across districts in West Punjab. The fact that the ranking of the twelve crops in a district in terms of per-acre gross revenues differ substantially across districts is consistent with heterogeneous agronomic conditions. Furthermore, the ranking of the fifteen districts in producing a crop in terms of per-acre gross revenues did not change much over the study period. This suggests that the actual land switching across crops within a district occurred without a substantial loss of yield.

The second point is spatial resolution of the data. In principle, the decomposition formula in (3) can be applicable to any spatial unit of crop production \( h \), as long as the more aggregate unit of concern is exactly equal to the sum over \( h \). Depending on data availability, the unit can be either a field plot, a farm household, a village, or a region. If one has data on a province divided into districts and into all farmers,
the magnitude of crop shift effects is likely to larger when the province-level yield growth is decomposed into the farm-level growth than when it is decomposed into the district-level growth. For this reason, the district boundaries in this article are adjusted so that they are time-invariant and homogeneous in the geographical size. The discussion below is conditional on this particular choice of spatial resolution and therefore not comparable to other spatial resolutions.

Table 3 shows the decomposition results. Due to data availability, it does not include the first decade covered in table 2, but this difference does not affect our results qualitatively.17

Wheat yields did not grow at all in the first period. During the second period, however, wheat yields grew at 2.9% per year on average. Table 3 shows that only 6% of this growth can be attributable to crop shifts across districts, implying that the change in the average wheat yield in the district is the dominant source of growth in this period. This does not imply that spatial crop shift effects are negligible since the table quantifies the inter-district crop shift effects only and it is possible that intra-district, inter-household crop shift contributed to the yield growth at the district level through a decomposition mechanism similar to equation (3). Nevertheless, considering the fact that wheat is a staple food for Punjabi farmers and it is grown all over Punjab, the results in table 3 seem to suggest that spatial reallocation is not very important in the case of wheat.

Results for rice show a striking contrast to wheat. In the first period, when aggregate rice yields grew at 0.27% (statistically significant at 1% level), the major source of yield growth is crop shifts across districts. More than 60% each of yield growth is attributable to static and dynamic crop shift effects respectively (the effects
of rice yield growth at the district level are negative). During the second period, the rice yield growth at the district level is the only source of growth as the case of wheat.

In the case of sugarcane, inter-district crop shift effects are not substantial in both periods. The aggregate yield of sugarcane thus grew mainly through improvements in yields at the district level.

The case of cotton presents an interesting pattern. Dynamic crop shift effects are important in both periods. They explain more than one fourth of aggregate yield growth of cotton. On the other hand, static crop shift effects are nil. This implies that the improvement of cotton yields in the province was facilitated by moving cotton areas from districts with stagnating or decreasing productivity to districts with increasing productivity. Because those districts with more rapid growth in cotton yields were those with low yields in the initial years, the static effects did not contribute to the yield growth at the aggregate level. Expansion of cotton production for both domestic and foreign markets was the most important development of Punjab’s agriculture during the colonial period. Pakistan’s economy today is also heavily dependent on cotton production in Punjab. Our investigation has shown that the land productivity of cotton improved not only through improvements of crop yields at the district level but also through reallocation of cultivated land to districts whose cotton yields were improving rapidly.

The evidence in table 3 shows the importance of inter-district crop shifts for cash crops like rice and cotton in facilitating yield growth at the province level. Combining this finding with those in the previous section, we can conclude that the historical change in West Punjab in the study period is consistent with crop shifts reflecting static and dynamic comparative advantage.
Dynamics of Crop Diversification at the District Level

As shown in figure 3, the diversification indices declined over the ninety year period with acceleration in recent decades, but the inter-district variation is large. Table 4 shows the distribution of time trends during the two periods demarcated by the agricultural year 1952, estimated by a model of equation (1) with \( \ln(Q_t/A_t) \) replaced by \( D_t \) or \( D_{ht} \).

\[ \text{[Insert table 4]} \]

At the aggregate level, the trend in \( D_t \) is moderately positive in the first period, while it is substantially negative in the second period. At the district level in the first period, some districts are associated with a positive trend in \( D_{ht} \), some with no trend, and others with a negative trend. In sharp contrast, all but one districts are associated with a negative and significant trend in the second period. The mean of the estimates for the district-level time trend before 1952 is almost twice as large in its absolute value as the estimate for the aggregate level. These suggest that crop specialization occurred only sporadically among districts in the first period, whereas it was accelerated on average, affecting all the districts, in the second period.

What forces are behind these trends of \( D_{ht} \)? To approach this question, determinants of the dynamics of crop diversification indices at the district level are explored in this section. By clarifying the district attributes that explain the difference in trends across districts and between two periods, we can speculate on the historical development of markets behind these dynamics. With this motivation, we estimate a simple panel model for the determinants of \( D_{ht} \),

\[ D_{ht} = a_h + (b_0 + \sum_k b_k X_{hk})t + u_{ht}, \]

where \( a_h \) is a district fixed effect that determines the level of diversification, \( t \) is a scalar that captures a time trend, \( X_{hk} \) is a district attribute that determines the
growth rates of diversification, $b_0$ and $b_k$ are coefficients to be estimated, and $u_{ht}$ is an error term with zero mean. We implicitly assume that the level of diversification may also be a function of district attributes but we do not estimate them explicitly since district fixed effects absorb their effects completely. Since $X_{hk}$ is multiplied by $t$, a positive value of $b_k$ implies that a district with higher $X_{hk}$ experienced a more rapid diversification, or a less rapid specialization.

This model is applied separately to the two periods, using fixed effects panel estimation. As potentially important determinants of the trend of diversification indices, three district attributes are included in $X_{hk}$: the initial diversification level, irrigation ratio, and road density. As already discussed, the maximum potential for crop shift is determined by the initial level of specialization/diversification and the range of feasible crop shares that can be grown under agronomic constraints. The irrigation ratio represents such agronomic constraints. Road density represents market infrastructure because the development of rural markets is key to actual changes in cropping patterns.

The intercepts on a time trend are not significant in the first period but significantly negative in the second period. Their magnitudes are similar to the mean of the estimates for the district-level time trends in table 4, with the factor of 100 due to normalization.

The coefficient on the initial diversification level is negative in both periods but statistically significant at 1% only in the second period. The significant effect in the second period suggests that a district that was more diversified at the beginning is able to specialize more because it had more potential in that direction of crop shifts. In other words, this variable controls for the potential in specialization due to the initial difference.
The effects of the irrigation ratio is statistically significant at 1% in both periods but with the opposite signs. More irrigated districts are associated with more positive trends before 1952, whereas they are associated with more negative trends after 1952. In general, the irrigation development makes it technically feasible to grow diverse crops. During the colonial period, when large-scale irrigation was first introduced, crop shifts to high value-added crops implied a more diversified cropping pattern, thereby contributing to an increase in the diversification index. In contrast, after the early 1950s, when large-scale canal irrigation was becoming an obsolete technology, further shifts to high value-added crops in highly irrigated districts implied more specialization. This interpretation is also consistent with the shapes of figures 2 and 3. Crop shifts reflecting comparative advantage do not necessarily imply specialization at the regional level. When the agronomic conditions do not allow a large scale cultivation of high value-added crops, the removal of the agronomic constraints is likely to lead to an increase in the diversification index, as was the case of irrigation in West Punjab during the colonial period.

The coefficient on road density also takes the opposite signs — districts with better road networks are associated with moderately positive trends before 1952, whereas they are associated with substantially negative trends after 1952. The strongly negative effect in the second period seems to suggest that the road infrastructure helps specialization in agriculture when specialization occurs all over the districts. We can interpret this as the effect of reduced transportation costs in narrowing the gap between the market price of a commodity and its farm-gate price. The positive effect in the first period (although its significance level is only marginal) seems to suggest that the initial development of roads occurred only locally so that its impact on district-level specialization was weak. The evidence here is therefore mixed, but the clearer result for the second period is consistent with the story of market development.
facilitating inter-regional trade, which reflects comparative advantage of each region.

By combining results in table 5 with those in the previous sections, the following pattern of agricultural transformation is indicated for the case of West Punjab. First, land reallocation to more lucrative crops and to districts with more comparative advantages began during the colonial period with non-negligible effects on aggregate land productivity. But its impact on specialization in each district differed widely — some districts with better irrigation diversified their cropping patterns while other districts experienced little trends in diversification indices. The reason for specialization not to occur at the provincial level and in some districts could also be attributed to external factors during the last decade of the first period in West Punjab. These factors include the disruption of world trade during World War II, the introduction of a nation-wide market control under the ‘War Economy’ in the British Empire of India, and the turmoil caused by the partition of Punjab between India and Pakistan in 1947. The disruption continued for a while even after 1947, as Hindu middlemen, who were major market agents in colonial Punjab, migrated to India and they were not replaced immediately. Under these conditions, which were not suitable for spatial market development, it is reasonable for the specialization process to be stagnant.

After the early 1950s, district-level diversification indices went down rapidly in almost every district. This could be attributed to geographical integration of agricultural produce markets across districts. As the Punjab economy was recovering from the chaotic Partition in the early 1950s, Muslim middlemen began to fill up the vacancy in agricultural marketing. Agricultural produce markets gradually became more efficient in the second period.20 This integration drove each district to grow more crops in which it had comparative advantage, resulting in a rapid specialization at the district level.
Conclusion

In this article, the role of crop specialization and diversification in the process of agricultural transformation has been investigated empirically for the case of West Punjab. In the analysis, changes in aggregate land productivity are associated structurally with inter-crop and inter-district reallocation of land use. The empirical part is based on newly-compiled production data of Punjab’s agriculture for the period 1903-1992.

Quantitative results show that, first, cropping patterns of a traditional and subsistence agriculture changed substantially over the period with rising concentration of crop acreage in districts with higher and growing productivity, which contributed to the improvement in land productivity at the aggregate level. This change is therefore consistent with crop shifts reflecting static and dynamic comparative advantage. The crop shifts toward high value-added crops are discernible throughout the study period.

Second, the crop diversification level also changed as the cropping patterns changed. The pace of the change in diversity varied over space and between time periods. In the first period, the time trend of the diversification indices was not significant at the province level and took both negative and positive signs at the district level. In contrast, in the second period, the diversity level went down at both levels, but at a lower pace at the aggregate level. The rapid specialization at the district level in the second period suggests that spatial market development is accelerated only after a phase with sporadic specialization. The case of West Punjab thus shows that, even in a region with the oldest history of commercialization of agriculture in developing countries, two phases could be distinguished in the specialization process.
Notes

1 In the growth accounting framework, a similar phenomenon is more often interpreted as a disequilibrium. If not all producers choose activities on the comparative advantage principle, there is a room for growth by reallocating resources in a way closer to maximize profits. Then output can increase without technological or price changes, yielding a so-called ‘disequilibrium’ effect in the literature on inter-sectoral factor reallocation (Syrquin, 1984; 1988).

2 Timmer (1997) stylizes the contrast between the diversification of national food production and that of farm level production for Asian agriculture. He speculates that, as agricultural transformation continues further, the diversification level of national production might go up again because improved commercialization of agriculture allows ecologically diverse regions to pursue their comparative advantage. In this phase also, the diversification level at the farm level is likely to go down, since the principle of comparative advantage continues to work, driving each farm to specialize in the activity it can perform the best. See also Omamo (1998b) for an explicit quantification of the effects of transportation costs on the farm-level diversification.

3 District-level data before independence were drawn from various issues of Report on the Season and Crops of the Punjab beginning from 1901/02. Post independence data were compiled from government publications of agricultural statistics. See Kurosaki (2000) for details. All the data used in this article are available from the author on request.

4 In related studies based on the same data sources, Kurosaki (1999) analyzes agricultural growth and changes descriptively in areas that correspond to the current borders of India and Pakistan. Kurosaki (2000) presents the compiled datasets as well as the details of data compilation procedures for the two countries.

5 Time in this article is counted by an agricultural year in Pakistan Punjab. For
instance, the agricultural year 1981 is a period from July 1980 to June 1981. It is simply denoted as ‘1981’ in the article.

6 Three points should be made about the choice of aggregation procedure. First, to infer possible bias from using output values instead of value-added figures, we investigated the value-added ratio to the sum of gross output values since the early 1950s, when Pakistan began to estimate national income statistics. The ratio was stable until the 1970s. During the 1970s, the ratio decreased gradually and was stabilized again in the early 1980s. Second, our procedure neglects changes in comparative advantage due to changes in real prices of competing crops and factors. To infer possible bias from neglecting long term price changes, other base years (e.g., 1939 and 1981) were also tried for aggregation weights (Kurosaki, 2000). The results reported in this article are insensitive to the choice of base years. Nevertheless, it is possible that short term price changes also affected comparative advantage, whose impacts are left for future study. Third, our method of calculating output values per acre implies that ‘comparative advantage’ discussed in the empirical part of this article is conditional on these prices. It may not reveal the comparative advantage evaluated at social shadow prices if government seriously distorts relative prices. It is likely that this bias is small because the results reported in this article are qualitatively similar to those based on 1939 prices, when there were little direct interventions into agricultural markets by the colonial government.

7 The number of agricultural workers \( (L_t) \) was estimated by interpolating census estimates for the sum of ‘cultivators’ and ‘agricultural laborers.’ For original data sources and intermediate estimates of the undivided India, the study by Ono and Saito was used as a reference. \( A_t \) is defined as the sum of areas under the twelve crops.

8 OLS regression of the log of data in figure 1 on a time trend yielded the following
estimates for growth rates:

<table>
<thead>
<tr>
<th></th>
<th>Before 1947</th>
<th>After 1947</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_t$</td>
<td>1.53%</td>
<td>3.69%</td>
</tr>
<tr>
<td>$Q_t/L_t$</td>
<td>1.05%</td>
<td>1.32%</td>
</tr>
<tr>
<td>$Q_t/A_t$</td>
<td>0.53%</td>
<td>1.57%</td>
</tr>
</tbody>
</table>

All of them were statistically significant at 1%.

9 To remove temporal variation due to weather shocks and others, figures 2 and 3 and tables 1-3 employ data after taking a moving average over three years (area data) or five years (production data). In other parts of the article, where regression methods are used to smooth out the temporal variation, the original data are used without taking the moving averages.

10 The first decade is not covered in table 1, because only the extrapolated data are available for output data before 1908. District-level yield data were not published in the original data sources until 1908. The extrapolated data are not used in the exercises for tables 1 and 3 since inter-district variation in crop yields is important. On the other hand, since province-level output figures are available even before 1908, other tables and figures cover the full period.

11 The ratios for sugarcane in earlier periods are abnormally small because sugarcane yields in minor districts were exceptionally high due to its limited cultivation on a very few progressive farms.

12 See Kurosaki (2001) for empirical results when the study period is divided into pre-1947 and post-1947 periods and into decades.

13 Note that $(s_{it} - s_{i0})Y_{i0} = (s_{it} - s_{i0})(Y_{i0} - \bar{Y}_0)$, where $\bar{Y}_0$ is the crop average of per-acre output values in the initial period.

14 A mechanical way of calculating the maximum potential is to assume that the
range of feasible crop shares is defined by the maximum number of crops grown at 12, the minimum number at 1, $0 \leq s_i \leq 1$ for all $i$, and $\sum_i s_i = 1$, and to treat $s_{i0}$, $Y_{i0}$, and $Y_{it} - Y_{i0}$ as given. Results are available from the author when the hypothetical shares that maximize the crop shift effects under these assumptions are used to normalize the crop shift effects.

15 Note that $(s_{hit} - s_{h0})(Y_{h0} - \bar{Y}_{i0})$, where $\bar{Y}_{i0}$ is the district average of per-acre crop values in the initial period.

16 This ranking was calculated when table 1 was compiled.

17 See footnote 10.

18 All the explanatory variables of $X_{hk}$ are normalized by their means and standard deviations. The irrigation ratio is a moving average over three years with mid year 1922, when the Indus irrigation canal network was almost completed. Since road conditions changed significantly before and after independence, road density is compiled separately for the two periods. Because the only statistics available are sporadic and based on different definitions, the road density for the first period is calculated from the total kilometers of metalled and unmetalled roads managed by provincial and district governments in 1905, and that for the second period is calculated from the total kilometers of roads maintained by government highway departments in 1985. To avoid potential endogeneity bias (roads being constructed in areas with larger marketed surplus, i.e., more specialization), the 1985 measure was instrumented with the 1905 one and other variables for the first period.

19 In the initial trials, other agronomic constraints such as soil quality index, rainfall, and their cross terms with the irrigation ratio and other market development indicators such as urban population ratio were also tried. However, since the number of districts is so small that we can incorporate only a limited number of explanatory variables in $X_{hk}$, we restricted our attention to models with only one variable each
or one principal component each from the three factors, i.e., the initial diversification level, agronomic constraints, and market development indicators. In the case of the former, a set of three variables was chosen from all the possible combinations under a criterion of the least squared residuals. Since the signs and significance levels of the result were similar to those obtained from the principal component model, the one-variable-each model in Table 5 was chosen because it has an advantage of easy interpretation.

20 See Kurosaki (1996) for empirical evidence of spatial market integration of wheat markets in the 1980s.
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Table 1. Concentration of Cropped Area in Districts with Comparative Advantage

<table>
<thead>
<tr>
<th>Year</th>
<th>Wheat</th>
<th>Rice</th>
<th>Sugarcane</th>
<th>Cotton</th>
</tr>
</thead>
<tbody>
<tr>
<td>1912</td>
<td>1.20</td>
<td>0.60</td>
<td>0.09</td>
<td>0.67</td>
</tr>
<tr>
<td>1922</td>
<td>1.73</td>
<td>1.45</td>
<td>0.13</td>
<td>1.83</td>
</tr>
<tr>
<td>1932</td>
<td>1.39</td>
<td>2.92</td>
<td>0.16</td>
<td>4.12</td>
</tr>
<tr>
<td>1942</td>
<td>1.40</td>
<td>3.46</td>
<td>0.99</td>
<td>5.80</td>
</tr>
<tr>
<td>1952</td>
<td>1.18</td>
<td>4.75</td>
<td>0.45</td>
<td>4.61</td>
</tr>
<tr>
<td>1962</td>
<td>1.25</td>
<td>3.39</td>
<td>1.01</td>
<td>16.10</td>
</tr>
<tr>
<td>1972</td>
<td>2.04</td>
<td>2.39</td>
<td>0.82</td>
<td>13.92</td>
</tr>
<tr>
<td>1982</td>
<td>1.22</td>
<td>2.30</td>
<td>0.88</td>
<td>13.28</td>
</tr>
</tbody>
</table>

Notes:

(1) The number in this table shows the following ratio:

(the sum of the areas under the crop of concern in districts that are ranked the top four in terms of comparative advantage in yield disparity ranking) / (the sum of the areas under the crop of concern in districts that are ranked the bottom four),

where the comparative advantage is approximated by the per-acre gross revenue of each crop to the average revenue of the other three crops.

(2) Districts with a negligible area under crop of concern (less than 10ha) are excluded from the analysis.
Table 2. Decomposition of Agricultural Growth in West Punjab, 1903-1992

<table>
<thead>
<tr>
<th></th>
<th>Area effects</th>
<th>Land productivity effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sub-Total</td>
<td>Aggregate crop yield</td>
</tr>
<tr>
<td>1903 to 1952</td>
<td>1.43</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>(71.2)</td>
<td>(28.8)</td>
</tr>
<tr>
<td>1952 to 1992</td>
<td>1.81</td>
<td>3.83</td>
</tr>
<tr>
<td></td>
<td>(32.1)</td>
<td>(67.9)</td>
</tr>
</tbody>
</table>

Notes:
(1) See equation (2) for the decomposition formula.
(2) Average annual growth rates are calculated by simple interest.
(3) Numbers in parenthesis show relative contribution to the growth (%).
Table 3. Contribution of Inter-District Crop Shifts to Growth in Aggregate Crops Yields

<table>
<thead>
<tr>
<th>A. Wheat</th>
<th>Average annual growth rates (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>District crop yield effects</td>
</tr>
<tr>
<td>1912 to 1952</td>
<td>-0.03</td>
</tr>
<tr>
<td>1952 to 1992</td>
<td>2.69</td>
</tr>
<tr>
<td>B. Rice</td>
<td>Average annual growth rates (%)</td>
</tr>
<tr>
<td>1912 to 1952</td>
<td>-0.08</td>
</tr>
<tr>
<td>1952 to 1992</td>
<td>0.70</td>
</tr>
<tr>
<td>C. Sugarcane</td>
<td>Average annual growth rates (%)</td>
</tr>
<tr>
<td>1912 to 1952</td>
<td>2.44</td>
</tr>
<tr>
<td>1952 to 1992</td>
<td>0.52</td>
</tr>
<tr>
<td>D. Cotton</td>
<td>Average annual growth rates (%)</td>
</tr>
<tr>
<td>1912 to 1952</td>
<td>1.26</td>
</tr>
<tr>
<td>1952 to 1992</td>
<td>4.22</td>
</tr>
</tbody>
</table>

Notes:

(1) See equation (3) for the decomposition formula.

(2) and (3) See Table 2.
### Table 4. Time Trends of Diversification Indices ($D_t$ and $D_{ht}$)

<table>
<thead>
<tr>
<th></th>
<th>Period 1 (1903-1952)</th>
<th>Period 2 (1953-1992)</th>
</tr>
</thead>
<tbody>
<tr>
<td>West Punjab (OLS estimates)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameter estimates</td>
<td>0.0006</td>
<td>-0.0012</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td>Distribution of parameter estimates for 15 districts (SUR estimates)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.0001</td>
<td>-0.0024</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.0013</td>
<td>0.0014</td>
</tr>
<tr>
<td>Number of districts with:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statistically significant and positive trend</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Statistically non-significant trend at 5%</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Statistically significant and negative trend</td>
<td>5</td>
<td>14</td>
</tr>
</tbody>
</table>
Table 5. Determinants of District-Level Diversification Indices
(Fixed-effects panel estimation)

<table>
<thead>
<tr>
<th></th>
<th>Dependent variable = $D_{ht}$</th>
<th>Period 1</th>
<th>Period 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1903-1952)</td>
<td>(1953-1992)</td>
</tr>
<tr>
<td>District fixed effects</td>
<td>(jointly significant at 1%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effects on trend</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.0117 (1.49)</td>
<td>-0.2357 (27.80) ***</td>
<td></td>
</tr>
<tr>
<td>Initial diversification level</td>
<td>-0.0066 (0.78)</td>
<td>-0.0254 (2.74) ***</td>
<td></td>
</tr>
<tr>
<td>Irrigation ratio</td>
<td>0.0861 (9.21) ***</td>
<td>-0.0279 (3.05) ***</td>
<td></td>
</tr>
<tr>
<td>Road density</td>
<td>0.0155 (1.67) *</td>
<td>-0.0739 (8.11) ***</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.761</td>
<td>0.901</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.755</td>
<td>0.898</td>
<td></td>
</tr>
</tbody>
</table>

Notes:
1. Absolute values of $t$-statistics are denoted in parentheses, with *** denoting significance at 1%, ** at 5%, and * at 1% (two-sided test).
2. The three explanatory variables are normalized as $(X_{hk}^* = (X_{hk} - \bar{X}_k)/\sigma_{X_k}) \times 100$, where $\sigma_{X_k}$ is a sample standard deviation of $X_{hk}$ across $h$. Therefore, the parameter under “Intercept” shows the trend of $D_{ht}$ when all the other three explanatory variables are set at their means.
3. The number of observations is 750 in Period 1 (15 districts x 50 years) and 600 in Period 2 (15 districts x 40) in period 2.